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ABSTRACT: The remarkable surge in video content on YouTube has captivated billions of viewers predominantly 
from the younger generation. Regrettably, this surge has also provided a platform or malicious individuals to 
disseminate disturbing visual material. Instances include the misuse of animated cartoons to share inappropriate content 
with children. To address this concern, the integration of a real-time automatic video content filtering mechanism 
within social media platforms is strongly recommended. This research introduces an innovative Machine-learning 
architecture designed to identify and categorize unsuitable content in videos. The proposed framework leverages a 
convolutional neural network (CNN) model enabling it to accurately detect inappropriate content in videos 

KEYWORDS:   video moderation for inappropriate content, technology, optimization, emerging contaminants, digital 
platforrm, smart systems. 

I. INTRODUCTION 

The prominence of online videos on media-sharing platforms has positioned them as significant sources of 
information. However, the proliferation of misleading videos across social media has raised concerns about the 
potential for these videos to deceive audiences and adversely impact society. The primary motive behind creating 
misleading videos is often driven by financial gain, such as luring users into clicking on phishing links or making 
purchases through false advertisements. This profit-oriented incentive has led to a rapid surge in the dissemination of 
deceptive videos on social media. The sheer volume of misleading videos on media-sharing platforms poses a 
significant challenge to the automated detection of such content. The suggested framework capitalizes on a 
convolutional neural network (CNN) model pre-trained on relevant data, empowering it to effectively. 

II. METHODOLOGY 

  The aim is to develop a comprehensive system that utilizes CNN-based image processing to detect obscene 
content within videos and applies blurring techniques to ensure a safer and more appropriate viewing 
experience. Below are the steps that followed during building the CNN model. 

 

Basic diagram of CNN 
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Step:- 

CNN Architecture: Design a CNN architecture optimized for image classification and object detection tasks. 

Input Format: Configure the CNN to accept video frames as input. 

Training: Train the CNN using the labeled dataset to learn to recognize and classify obscene content. 

III. LITERATURE REVIEW 
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IV. CONCLUSION 

Through the attainment of these objectives, this research seeks to contribute to the advancement of video content 
moderation practices by leveraging the power of machine learning. Particularly CNN-based image analysis, to create a 
dependable and high-performance system for the accurate detection of inappropriate content within videos.  This 
system holds the potential to significantly enhance online safety and user trust across various video-sharing platforms. 
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