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ABSTRACT: It is standard that in info Technology (IT) driven society, data is one in all the foremost important assets of any organization. The role of IT in education is well established. Association rules area unit terribly helpful in academic data processing since they extract associations between academic things associated gift the leads to an intuitive kind to the lecturers. during this paper, we have a tendency to survey the appliance of association rule mining in e-learning systems, and particularly, learning management systems and that we have found some drawbacks and a few potential solutions to resolve them.
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I. INTRODUCTION

Knowledge discovery in databases is well-defined method consisting of many distinct steps.[3] data processing is that the core step, which ends up within the discovery of hidden however helpful information from large databases. a proper definition of information discovery in databases is given as follows:

“Data mining is that the non trivial extraction of implicit antecedently unknown and probably useful data concerning data”[1]. data processing technology provides a user- homeward approach to novel and hidden patterns within the knowledge. Nowadays, Education Management Systems (EMS) ar being put in additional and additional by universities, community faculties, schools, businesses, and even individual instructors so as to feature internet technology to their courses and to supplement ancient face-to-face courses [1]. EMS systems accumulate a huge quantity {of information}{of knowledge}{of knowledge} that is extremely valuable for analyzing the students’ behavior and will produce a gold mine of academic data [2].

They can record no matter student activities it involves, like reading, writing, taking tests, playacting varied tasks, and even act with peers. However, because of the immense quantities of knowledge these systems will generate daily, it's terribly troublesome to investigate this knowledge manually. a really promising approach towards this analysis objective is that the use of knowledge mining techniques.

Association rules mining is one amongst the foremost well studied data processing tasks. It discovers relationships among attributes in databases, manufacturing if-then statements regarding attribute-values [4]. AN association rule X Y expresses that in those transactions within the info wherever X occurs; there's a high chance of getting Y still. X and Y ar referred to as severally the antecedent and subsequent of the rule. The strength of such a rule is measured by its support and confidence. the boldness of the rule is that the share of transactions with X within the info that contain the resultant Y
conjointly. The support of the rule is that the share of transactions within the info that contain each the antecedent and therefore the subsequent.

Association rule mining has been applied to e-learning systems for traditionally association analysis (finding correlations between items in a dataset), including, e.g., the following tasks: building recommender agents for on-line learning activities or shortcuts [5], automatically guiding the learner’s activities and intelligently generate and recommend learning materials [6], identifying attributes characterizing patterns of performance disparity between various groups of students [7], discovering interesting relationships from student’s usage information in order to provide feedback to course author [8], finding out the relationships between each pattern of learner’s behavior [9], finding students’ mistakes that are often occurring together [10], guiding the search for best fitting transfer model of student learning [11], optimizing the content of an e-learning portal by determining the content of most interest to the user [12], extracting useful patterns to help educators and web masters evaluating and interpreting on-line course activities [5], and personalizing e-learning based on aggregate usage profiles and a domain ontology [13].

The extraction of sequential patterns has been used in e-learning for evaluating the learners’ activities and can be used in adapting and customizing resource delivery [14]; discovering and comparison with expected behavioral patterns specified by the instructor that describes an ideal learning path [15]; giving an indication of how to best organize the educational web space and be able to make suggestions to learners who share similar characteristics [16]; generating personalized activities to different groups of learners [17]; supporting the evaluation and validation of learning site designs [18]; identifying interaction sequences indicative of problems and patterns that are markers of success [19]. Finally, association rule mining has been used in the e-learning for classification [20]. From a syntactic point of view, the main difference to general association rules is that classification rules have a single condition in the consequent which is the class identifier name. They have been applied in learning material organization [21], student learning assessments [22, 23, 24], course adaptation to the students’ behavior [25, 26] and evaluation of educational web sites [27].

II. POPULAR TECHNIQUES IN THE DATA MINING

Several techniques have been proposed for solving a problem of extracting knowledge from explosive data, each of which adopts different algorithm. One of the areas where information plays an important role is that of education. The main ideas, used in data mining, can be categorized as follows [4]:

1. Association Mining
   A main idea of association mining technique is to search a relationship of attributes and tuples, by discovering frequently occurring item sets in database. A result is patterns described as rules that represent one-way relationship. Furthermore, result rules consist of a confidential value and support value, a value of which is used to identify the pattern.

2. Classification and Prediction
   The classification and prediction approaches are based on a divide-and-conquer technique by which the data are grouped and missing values are predicted.

3. Clustering
   Clustering is a method to group data into classes with identical characteristics in which the similarity of intra-class is maximized or minimized.

III. THE ASSOCIATION RULE MINING PROCESS IN EMS

Collecting data. Most of the current EMSs do not store logs as text files. Instead, they normally use a relational database that stores all the systems information: personal information of the users (profile), academic results, the user’s interaction data, etc. Databases are more powerful, flexible and bug-prone than the typically textual log files for gathering
detailed access and high level usage information from all the services available in the EMS. The EMSs keep detailed logs of all activities that students perform. Not only every click that students make for navigational purposes (low level information) is stored, but also test scores, elapsed time, etc. (high level information).

**Data pre-processing.** Most of the traditional data pre-processing tasks, such as data cleaning, user identification, session identification, transaction identification, data transformation and enrichment, data integration and data reduction are not necessary in EMS. Data pre-processing of EMS data is simpler due to the fact that most EMS store the data for analysis purposes, in contrast to the typically observational datasets in data mining, that were generated to support the operational setting and not for analysis in the first place. EMSs also employ a database and user authentication (password protection) which allows identifying the users in the logs.

**Applying the mining algorithms.** In this step it is necessary: 1) to choose the specific association rule mining algorithm and implementation; 2) to configure the parameters of the algorithm, such as support and confidence threshold and others; 3) to identify which table or data file will be used for the mining; 4) and to specify some other restrictions, such as the maximum number of items and what specific attributes can be present in the antecedent or consequent of the discovered rules.

**Data post-processing.** The obtained results or rules are interpreted, evaluated and used by the teacher for further actions. for making decisions about the students and the EMS activities of the course in order to improve the students’ learning. So, data mining algorithms have to express the output in a comprehensible format by e.g., using standardized e-learning metadata.

It is important to notice that traditional educational data sets are normally small [28] if we compare them to databases used in other data mining fields such as e-commerce applications that involve thousands of clients. This is due to the fact that the typical size of one classroom is often only between 10-100 students, depending on the type of the course (elementary, primary, adult, higher, tertiary, academic and special education). In the distance learning setting, the class size is usually larger, and it is also possible to pool data from several years or from several similar courses. Furthermore, the total number of instances or transactions can be quite large depending on how much information the EMS stores about the interaction of each student with the system (and at what levels of granularity). In this way, the number of available instances is much higher than the number of students. And, as we have said previously, educational data has also one advantage compared to several other domains [28]: the data sets are usually very clean.

**IV. DRAWBACKS AND SOLUTIONS**

Over the past decade a variety of algorithms that address these issues through the refinement of search strategies, pruning techniques and data structures have been developed. While most algorithms focus on the explicit discovery of all rules that satisfy minimal support and confidence constraints for a given dataset, increasing consideration is being given to specialized algorithms that attempt to improve processing time or facilitate user interpretation by reducing the result set size and by incorporating domain knowledge [30].

Most of the current data mining tools are too complex for educators to use and their features go well beyond the scope of what an educator might require. As a result, the courses administrator is more likely to apply data mining techniques in order to produce reports for instructors who then use these reports to make decisions about how to improve the student’s learning and the online courses. However, it is most desirable that teachers participate directly in the iterative mining process in order to obtain more valuable rules. But normally, teachers only use the feedback provided by the obtained rules to make decisions about modification to improve the course, detect activities or students with problems, etc. and the main drawback here is the used algorithms have too many parameters , non-interesting and with low comprehensibility. In the following subsections, we will tackle these problems.
4.1 Finding the appropriate parameter settings of the mining algorithm

Association rule mining algorithms need to be configured before to be executed. So, the user has to give appropriate values for the parameters in advance (often leading to too many or too few rules) in order to obtain a good number of rules. A comparative study between the main algorithms that are currently used to discover association rules can be found in [31]: Apriori [32], FP-Growth [33], MagnumOpus [34], Closet [35]. Most of these algorithms require the user to set two thresholds, the minimal support and the minimal confidence, and find all the rules that exceed the thresholds specified by the user. Therefore, the user must possess a certain amount of expertise in order to find the right settings for support and confidence to obtain the best rules.

One possible solution to this problem can be to use a parameter-free algorithm or with less parameters. For example, the Weka [36] package implements an Apriori-type algorithm that solves this problem partially. This algorithm reduces iteratively the minimum support, by a factor delta support (∆s) introduced by the user, until a minimum support is reached or a required number of rules (NR) has been generated.

Another improved version of the Apriori algorithm is the Predictive Apriori algorithm, which automatically resolves the problem of balance between these two parameters, maximizing the probability of making an accurate prediction for the data set. In order to achieve this, a parameter called the exact expected predictive accuracy is defined and calculated using the Bayesian method, which provides information about the accuracy of the rule found. In this way the user only has to specify the maximal number of rules to discover.

In experimental tests were performed on a Moodle course by comparing the two previous algorithms. The final results demonstrated better performance for Predictive Apriori than Apriori-type algorithm using the ∆s factor.

4.2 Discovering too many rules

The application of traditional association algorithms will be simple and efficient. However, association rule mining algorithms normally discover a huge quantity of rules and do not guarantee that all the rules found are relevant. Support and confidence factors can be used for obtaining interesting rules which have values for these factors greater than a threshold value. Although these two parameters allow the pruning of many associations, another common constraint is to indicate the attributes that must or cannot be present in the antecedent or consequent of the discovered rules.

Another solution is to evaluate, and post-prune the obtained rules in order to find the most interesting rules for a specific problem. Traditionally, the use of objective interestingness measures has been suggested, such as support and confidence, mentioned previously, as well as others measures such as Laplace, chi-square statistic, correlation coefficient, entropy gain, gini, interest, conviction, etc. These measures can be used for ranking the obtained rules in order than the user can select the rules with highest values in the measures that he/she is more interested.

Subjective measures are becoming increasingly important, in other words measures that are based on subjective factors controlled by the user. Most of the subjective approaches involve user participation in order to express, in accordance with his or her previous knowledge, which rules are of interest. Some suggested subjective measures are:

- Unexpectedness: Rules are interesting if they are unknown to the user or contradict the user’s knowledge.
- Action ability: Rules are interesting if users can do something with them to their advantage.

The number of rules can be decreased by only showing unexpected and actionable rules to the teacher and not all the discovered rules. In an Interestingness Analysis System (IAS) is proposed. It compares rules discovered with the user's knowledge about the area of interest. Let \( U \) be the set of user’s specifications representing his/her knowledge space, \( A \) be the set of discovered association rules, this algorithm implements a pruning technique for removing redundant or
insignificant rules by ranking and classifying them into four categories:

- **Conforming rules**: a discovered rule $A_i$ conforms to a piece of user’s knowledge $U_j$ if both the antecedent and the consequent parts of $A_i$ match those of $U_j$ well.
- **Unexpected consequent rules**: a discovered rule $A_i$ has unexpected consequents with respect to $U_j$ if the antecedent part of $A_i$ matches that of $U_j$ well.
- **Unexpected condition rules**: a discovered rule $A_i$ has unexpected conditions with respect to $U_j$ if the consequent part of $A_i$ matches that of $U_j$ well, but not the antecedent part.
- **Both-side unexpected rules**: a discovered rule $A_i$ is both-side unexpected with respect to $U_j$ if the antecedent and consequent parts of $A_i$ don’t match those of $U_j$ well.

The degrees of membership into each of these four categories are used for ranking the rules. Using their own specification language, they indicate their knowledge about the matter in question, through relationships among the fields or items in the database.

Finally, we can also use the knowledge database as a rule repository on the basis of which subjective analysis of the rules discovered is performed. Before running the association rule mining algorithm, the teacher could download the relevant knowledge database, in accordance with his/her profile. The personalization of the rules returned is based on filtering parameters, associated with the type of the course to be analyzed such as: the area of knowledge; the level of education; the difficulty of the course, etc. The rules repository is created on the server in a collaborative way where the experts can vote for each rule in the repository, based on the educational considerations and their experience gained in other similar e-learning courses.

### 4.3 Discovery of poorly understandable rules

A factor that is of major importance in determining the quality of the extracted rules is their comprehensibility. Although the main motivation for rule extraction is to obtain a comprehensible description of the underlying model's hypothesis, this aspect of rule quality is often overlooked due to the subjective nature of comprehensibility, which can not be measured independently of the person using the system. Prior experience and domain knowledge of this person play an important role in assessing the comprehensibility. This contrasts with accuracy that can be considered as a property of the rules and which can be evaluated independently of the users.

There are some traditional techniques that have been used in order to improve the comprehensibility of discovered rules. For example, we can reduce the size of the rules by constraining the number of items in the antecedent or consequent of the rule. Simplicity of the rule is related with its size, and as such, the shorter the rule is, the more comprehensible it will be. Another technique is performing a discretization of numerical values. Discretization divides the numerical data into categorical classes that are easier to understand for the instructor (categorical values are more user-friendly for the instructor than precise magnitudes and ranges).

Another way to improve the comprehensibility of the rules is to incorporate domain knowledge and semantics, and to use a common and well-know vocabulary for the teacher. In the context of web-based educational systems, we can identify some common attributes to a variety of e-learning systems such as EMS and adaptive hypermedia courses. As we can see in table 1, these attributes could be present in many sections or levels of the course. For example, a unit could be a chapter, or a lesson, or an exercise, or a collaborative resource.

In this context the use of standard metadata for e-learning allows the creation and maintenance of a common knowledge base with a common vocabulary susceptible of sharing among different communities of instructors. For example, the SCORM standard describes a content aggregation model and a tracking model for reusable learning objects. Although SCORM provides a framework for the representation and processing of the metadata, it falls short in including the support needed for other, more specific, pedagogical tracking such as the use of collaborative resources. “SCORM is essentially
about a single-learner, self-paced and self-directed.

Finally, another proposal is to use domain specific interactive data mining in which the user is involved in the discovery process to find iteratively the most interesting results. Domain and problem specific representation are also added to the mining process. The user is not just evaluating the result of an automatic data mining process, but he or she is actively involved in the design of a new representation and the search for patterns.

V. CONCLUSIONS AND FUTURE TRENDS

In our survey when applying association rule mining in Education management systems we’ve met sure issues and a few solutions to beat it. Future analysis work may be done on developing association rule mining tools which will additionally be employed by educators; proposing new specific measures of interest with the inclusion of domain data and semantic; embedding and integration mining tools into EMS so as to change the teacher to use constant interface to create/maintain courses and to hold out the mining process/obtain direct feedback/make modifications within the course; developing reiterative and interactive or radio-controlled mining to assist educators to use KDD processes, or perhaps developing associate automatic mining system which will perform the mining mechanically in associate unattended manner, such the teacher solely has got to use the projected recommendations so as to enhance the students’ learning.
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