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ABSTRACT: There are several problems in NLP, data mining, information retrieval can be formalized as string transformation, which is a task as follows. Given an input string, the system generates the k similar strings corresponding to the given string. We propose an approach to find a string using string transformation, which is both accurate and efficient. The approach includes the use of 0-1 Knapsack problem, a method for training the model, and an algorithm for generating the nearest string, whether there is or is not a predefined dictionary. The learning method employs maximum likelihood estimation for parameter estimation. The proposed method is applied to correction of spelling errors in queries as well as reformulation of queries in web search. Experimental results on large scale data shows that the proposed approach is very accurate and efficient improving upon existing methods in terms of accuracy and efficiency in different settings.
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I. INTRODUCTION

In computer science, edit distance is a way of measuring how to differentiate two strings (e.g., words) are to one another by counting the minimum number of operations required to transform one to another string. Edit distance finds applications in natural language processing, where automatic spelling correction can determine candidate corrections for a misspelt word by selecting words from dictionary that have a low distance to the word in the query. In bioinformatics, it can be used to measure the similarity of DNA sequence, which can be viewed as string of letters A, C, G and T. Multiple definitions of an edit distance use different sets of string operations. The operations of Levenshtein distance are removal, insertion, and substitution of a character in the given string.

A. LEVENSHTEIN DEFINITION:

Given two strings a and b on an alphabet \( \sum \) (e.g., the set of ASCII characters, the set of bytes \([0...255]\)), the edit distance \( d(a, b) \) is the minimum-weight series of edit operations that transforms a into b. One of the simplest sets of edit operations is that insertion of single symbol.

If \( a=uv \), then inserting symbol X produces UXV. This can be said as \( \hat{e} \rightarrow X \), using \( \hat{e} \) to denote the empty string.

Deletion of a single symbol changes UXV to UV (\( X \rightarrow \hat{e} \)). Substitution of a single symbol X for symbol Y \( \neq X \) changes UXV to UYV (\( X \rightarrow Y \)).

II. LITERATURE REVIEW

Edit distance finds applications in computational biology and natural language processing, e.g. the correction of spelling mistakes or OCR errors, and approximate string matching, where the objective is to find matches for short strings in many longer texts, in situations where a small number of differences is to be expected. Various algorithms exist that solve problems beside the computation of distance between a pair of strings, to solve related types of problems. Hirschberg's algorithm computes the optimal alignment of two strings, where optimality is defined as minimizing edit distance.
Approximate string matching can be formulated in terms of edit distance. Ukkonen's 1985 algorithm takes a string p, called the pattern, and a constant k; it then builds a deterministic finite state automaton that finds, in an arbitrary string s, a substring whose edit distance to p is at most k[10] (cf. the Aho–Corasick algorithm, which similarly constructs an automaton to search for any of a number of patterns, but without allowing edit operations). A similar algorithm for approximate string matching is the bitmap algorithm, also defined in terms of edit distance. Levenshtein automata are finite-state machines that recognize a set of strings within bounded edit distance of a fixed reference string.[4]

### III. PROPOSED METHOD

There are two versions of problem

a) Fractional knapsack problem  
   The setup is the same, but the thief can take fractions of items, meaning that the items can be broken into smaller pieces so that thief may decide to carry only a fraction of xi of item i, where 0 ≤ xi ≤ 1.

b) 0-1 knapsack problem  
   The setup is the same, but the items may not be broken into smaller pieces, so thief may decide either to take an item or to leave it (binary choice), but may not take a fraction of an item.

**Dynamic-Programming Solution to the 0-1 Knapsack Problem**

Let i be the highest-numbered item in an optimal solution S for W pounds. Then S’ = S - {i} is an optimal solution for W - wi pounds and the value to the solution S is Vi plus the value of the subproblem. We can express this fact in the following formula: define c[i, w] to be the solution for items 1,2, . . . , i and maximum weight w. Then

\[
c[i,w] = \begin{cases} 
0 & \text{if } i = 0 \text{ or } w = 0 \\
\max \{v_i + c[i-1, w-w_i], c[i-1, w]\} & \text{if } i > 0 \text{ and } w \geq w_i 
\end{cases}
\]

This says that the value of the solution to i items either include i\textsuperscript{th} item, in which case it is v\textsubscript{i} plus a sub problem solution for (i - 1) items and the weight excluding w\textsubscript{i}, or does not include i\textsuperscript{th} item, in which case it is a subproblem's solution for (i - 1) items and the same weight. That is, if the thief picks item i, thief takes vi value, and thief can choose from items w - w\textsubscript{i}, and get c[i - 1, w - w\textsubscript{i}] additional value. On other hand, if thief decides not to take item i, thief can choose from item 1,2, . . . , i-1 upto the weight limit w, and get c[i - 1, w] value. The better of these two choices should be made.

Although the 0-1 knapsack problem, the above formula for c is similar to LCS formula: boundary values are 0, and other values are computed from the input and "earlier" values of c. So the 0-1 knapsack algorithm is like the LCS-length algorithm given in CLR for finding a longest common subsequence of two sequences. The algorithm takes as input the maximum weight W, the number of items n, and the two sequences \( v = <v_1, v_2, \ldots, v_n> \) and \( w = <w_1, w_2, \ldots, w_n> \). It stores the c[i, j] values in the table, that is, a two dimensional array, c[0 . . . n, 0 . . . w] whose entries are computed in a row-major order. That is, the first row of c is filled in from left to right, then the second row, and so on. At the end of the computation, c[n, w] contains the maximum value that can be picked into the knapsack.

```plaintext
Dynamic-0-1-knapsack (v, w, n, W)
FOR w = 0 TO W
  DO c[0, w] = 0
FOR i=1 to n
  DO c[i, 0] = 0
FOR w=1 TO W
  DO IF w ≤ w
    THEN IF v\textsubscript{i} + c[i-1, w-w\textsubscript{i}]
      THEN c[i, w] = v\textsubscript{i} + c[i-1, w-w\textsubscript{i}]
      ELSE c[i, w] = c[i-1, w]
  END IF
END FOR
END FOR
```
III. RESULTS

String transformation is defined as required transformations that are necessary for the replacement of source string with different destination strings. In Natural language Processing, String Transformation is illustrated as Misspelt word correction, word metamorphosis, word transition. In the process of string transformation, we applied knapsack method.

Table 4.1 Bag of words with weight

<table>
<thead>
<tr>
<th>A</th>
<th>c</th>
<th>c</th>
<th>O</th>
<th>u</th>
<th>n</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>3</td>
<td>15</td>
<td>21</td>
<td>14</td>
<td>20</td>
</tr>
<tr>
<td>A</td>
<td>c</td>
<td>c</td>
<td>U</td>
<td>r</td>
<td>a</td>
<td>t</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>3</td>
<td>21</td>
<td>18</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>A</td>
<td>c</td>
<td>c</td>
<td>u</td>
<td>r</td>
<td>a</td>
<td>t</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>3</td>
<td>21</td>
<td>18</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>A</td>
<td>c</td>
<td>c</td>
<td>u</td>
<td>s</td>
<td>e</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>3</td>
<td>21</td>
<td>19</td>
<td>5</td>
<td>52</td>
</tr>
</tbody>
</table>

In the above table 4.1 represents the assigning of the weights to the individual characters and the sum is calculated for each word. For example A,C,C,O,U,N,T are assigned with weights 1, 3, 3, 15, 21, 14, 20 and the total weight of the word ACCOUNT is 77 is indicated at the end of its column.
In Fig. 4.2, we can accommodate the maximum weight in the Y which is nearest to the correct string. Fig 4.2 shows X=> “acconnt” string but it is incorrect string with weight (70). In the string transformation process Y =>”accurate” which is not the desired string (72).

Fig 4.3 shows X=> “acconnt” string but it is incorrect string with weight (70). In the string transformation process Y =>”account” which is the desired string (77). In fig 4.2, it shows X=>Ystring, which is not nearer to the characters in the destination string but fig 4.3 shows the exact match.

IV. CONCLUSION

We proposed an approach for finding the useful patterns in the text documents which is referred to as the text mining and then when any misspelt word is present in them, then we must replace them with the correct word. And many misspelt words can be present and thus we should initially find the number of exact word present and then replace them with the correct word. So, we proposed a Knapsack based in String Transformation. In this approach each alphabet is allocated with unique precision value. Data sets are trained by calculating the total weight of the words and validating through the dictionary called database. Now we apply the knapsack method to replace a character to determine the new string. The System generates the output strings which can be similar to Misspelt Word. Accuracy is very high when compared to the existing methods.
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