Identification of Cuts in Wireless Sensor Networks Scientific Through Spectral Classification
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ABSTRACT: Wireless sensor networks (WSNs) often suffer from the disrupted connectivity due to unpredictable wireless channels, early depletion of node energy, and physical tampering by hostile users. The existence of a disconnected segment of the network referred to as network cut, leads to data loss, wasted power consumption, and congestion in the WSN. However, existing approaches to network cut detection in the WSN rely on the assumption that a node or a link either works normally or fails, without considering the uncertain and random features of wireless links in the WSN. In this paper, we extend the notion of the network cut based on the realistic wireless channel model. Furthermore, we formulate the problem of minimizing the normalized cut (Ncut) with critical nodes, considering the quality of wireless links, degree weights, and different priorities of sensor nodes. Then, we propose a network cut identification algorithm and dominant eigenvector computation algorithm that efficiently identify multiple network cuts by computing multiple Eigen values and eigenvectors according to a given parameter of eigen value gap. Extensive simulations are conducted to examine the effectiveness and robustness of the proposed approach. The results show that the proposed method strikes a balance between minimizing the Ncut objective and the degree of disconnection of critical nodes and achieves a better performance than existing algorithm.

I. INTRODUCTION

WIRELESS sensor networks (WSNs), consisting of large numbers of low power and low bandwidth wireless nodes, typically with unmanned and remote deployment, exhibit decentralized and self-organizing properties. The connectivity of a WSN can be easily disrupted due to fading wireless channels, early depletion of node energy, and physical tampering by hostile users. Furthermore, the channel fading and noise, the topology of a WSN and node failures will impact on network cut, i.e., a disconnected segment of the network. In particular, the network cut might cause data loss, wasted power consumption, and congestion problems. It is pointed out in [1] and [2] that the cut detection problem is potentially crucial in many WSN applications.

Network Cut: Network cut has been studied extensively in graph theory and theoretical computer science. In the context of WSN, the network cut is typically caused by node failures, and such nodes are referred to as cut vertices. In [3]–[5], the nodes detect cut vertices locally but a spanning tree of all nodes across the network needs to be built first, which requires the overall network topology information, and incurs high communication overhead. In [6] and [7], distributed algorithms for the detection of cut vertices are developed to reduce the communication overhead.

In [8], a protocol is introduced to detect linear-shaped cuts in WSN by deploying a set of sentinels, which is a centralized algorithm, requiring the global topology information. A fully distributed algorithm is presented in [9] to detect arbitrarily shaped cuts. The cut detection algorithm in [10] is performed on an overlay network consisting of a small number of representative nodes in order to speed up the convergence. Furthermore, in [11], a protocol is introduced that enables nodes to detect a cut with respect to multiple sink nodes and to detect a cut between any pair of source and destination. More generally, the maximum variation on the Weighted Spectrum [12] is proposed to evaluate geographically correlated vulnerable cuts or nodes in the network.
The above mentioned algorithms for detecting network cut are based on the assumption that each link or node has a binary state: normal or failure. On the other hand, the random nature of the wireless links calls for probabilistic modeling of the WSN.

II. SPECTRAL CLUSTERING

Our proposed approach to identifying network cuts in WSN is closely related to the minimum cut problem [19] of a graph, and spectral clustering [20] has become one of the most popular algorithms for solving the minimum cut problem, due to its simple implementation based on computing the eigenvectors and eigenvalues of the input matrix. Recent progresses on spectral clustering include the following. A graph-based semi-supervised learning algorithm [21] is used to provide the solution to the minimum cut problem based on given labeled data. A semi-supervised framework [22] is proposed for spectral clustering to improve the efficiency of the power method for computing the spectral clustering solution. Some common approaches to clustering problem based on pairwise distances are described in [23], and the theoretical guarantees for spectral clustering methods are provided. Two methods are proposed in [24] to efficiently combine the eigenvectors of the graph Laplacian matrices for studying the problem of clustering with data, and two algorithms are proposed in [25] to further improve the clustering quality for correlated probabilistic graphs.

Our goal is to detect the fragility of WSN based on the realistic wireless channel model. Compared with the existing cut detection algorithms, our proposed algorithm can efficiently find multiple network cuts that have a high probability of occurrence, and separate a large number of nodes or critical nodes from the sink nodes? That is, our method can identify more network cuts that significantly affect the performance of WSN. Hence, after considering the quality of the underlying wireless links, the degree and different priorities of sensor nodes according to their locations and tasks, we propose a novel spectral clustering approach to identify network cuts in WSN. The contributions of this work are summarized as follows: 1) we extend the concept and properties of the network cut based on the realistic wireless channel model in the WSN, and define the problem of finding the network cut with the highest probability as a minimum cut problem. 2) We formulate the problem of minimizing normalized cut with critical nodes, which considers the degree and priority information of sensor nodes. A network cut identification (NCI) algorithm is developed to solve the above problem by computing the multiple eigenvectors of the regulated normalized graph Laplacian. 3) We propose a dominant eigenvector computation (DEC) algorithm to efficiently compute the multiple eigenvalues and eigenvectors according to a given gap parameter. Based on the Householder transformation, the Gershorn theorem and the Sturm sequence property, the approximating eigenvalues can be obtained in order to accelerate the inverse power method for computing the corresponding eigenvectors. Notice that, although the solution that we provide here is centralized, no global topology information and no extra communication overhead are required before our algorithms are run. Each sensor node just communicates with its neighbor nodes to estimate the quality of wireless links. The estimation results are transmitted to sink nodes of the WSN. The sink nodes implement the NCI algorithm and the DEC algorithm to identify network cuts. Additionally, our approach can be applied to network management and network engineering in WSN. In fact, our algorithms can track the operational health of the infrastructure of a WSN, and ensure the connectivity between sensor nodes and sinks. This usually involves identifying network cuts that the network has suffered, and removing them by improving the quality of wireless communication between the nodes on the different sides of the network cuts, or by adding more sensor nodes. The remainder of this article is structured as follows. In Section 2, we discuss the system model and related background, and give the problem formulation. The details of our solution and algorithms are presented in Section 3, and the performance evaluation results are given in Section 4. We conclude in Section 5.

III. SYSTEM MODEL AND BACKGROUD

3.1 Network Cut Model
In this paper, a graph is used to represent a WSN. Let \( G = (V, E) \) be an undirected graph with node set \( V = \{v_1, v_n\} \) and link set \( E = \{e_1, e_l\} \). We model the link failures as Bernoulli events: at any time, a link \( e_i \) is operational with probability \( \pi \) and it fails with probability \( 1 - \pi \). If the failures of links in a set \( E_i = \{e_{i1}, e_{im}\} \) \( (E_i \subset E, m < l) \) can cause a subset
of nodes to become disconnected from the sink nodes, then $E_i$ is called a network cut. The probability of $E_i$ failure is
$P(E_i) = \prod_{j=1}^{m} (1 - p_{ij})$. In general, a WSN is composed of a set of sensor nodes and multiple sink nodes, and sensor nodes assume different roles. We focus on the nodes that perform high priority tasks such as surveillance of the critical areas, or play an important role (e.g., high degree nodes). Such nodes are referred to as critical nodes.

We focus on the network cut $E_i$ that will significantly affect the performance of WSN. In particular, $E_i$ should satisfy the following properties: 1) $E_i$ has a high $P(E_i)$; 2) $E_i$ disconnects a large number of nodes from sink nodes; 3) $E_i$ separates critical nodes from sink nodes.

From the above discussion, network cuts are closely related to graph partitioning. It is known that spectral clustering can be used to solve the relaxed versions of graph partitioning problems [20].

### 3.2 NETWORK CUT IDENTIFICATION ALGORITHM.

**Spectral Clustering Based on Rayleigh-Ritz Theorem**

Here we aim to solve problem (11) based on the Rayleigh-Ritz theorem. To that end, we first verify the following three properties: 1) The objective function in (11) can be rewritten in the same form as (8), that is $f^T H_0 f$. 2) $H_0$, defined as the normalized graph Laplacian of $G = (V, E)$, can be expressed as $D^{-1/2}W_0 D^{-1/2}$, and $j(W_0)_{ij} = d_i$, where $d_i = D_{ii} = \sum_k W_{ik}$. Then we get $h^T L_0 h = 1/2 N_{cut}(V_1, V_2) \ vol(V)$, where $L_0 = D - W_0$. Furthermore, we have $1 - (f^T H_0 f)(f^T f) = h^T L_0 h \ vol(V) = 1/2 N_{cut}(V_1, V_2)$, where $f = D_1^{1/2}h$. So minimizing $N_{cut}$ is equivalent to maximizing the Rayleigh quotient. 3) The eigenvectors of $H_0$ as solutions to (11) should be orthogonal to $D_1^{1/2}e$.

**Algorithm 1 Network Cut Identification**

**Input:** Given an undirected graph $G = (V, E)$ with $n$ nodes

1. Sink nodes collect the link quality information in the WSN, calculate the adjacency matrix $W$ whose elements correspond to $ω_i = (-\log(1 - p_{ij})) \geq 0$ of edge $e_i$.
2. Define the critical node set $A_2$ and the sink node set $A_1$ to obtain $\phi = (\phi_1, \phi_n)^T \in \mathbb{R}^n$ given by (9)-(10).
3. Calculate the diagonal degree matrix $D$, $H = D^{-1/2}W D^{-1/2}$, and $H_0 = H + (1-\gamma) \phi^T \phi$, where $\gamma$ is an adjustable parameter.
4. Given an eigenvalue gap parameter $0 < \eta < 1$, call the dominant eigenvector computation (DEC) algorithm (Algorithm 2) to obtain the eigenpair set $\{(f_i(H_0), \lambda_i(H_0)), 1 \leq i \leq m \}$ such that $\lambda_{i+1}(H_0) \lambda_i(H_0) \geq \eta$ for all $1 \leq i \leq m - 1$ and $\lambda_{m+1}(H_0) \lambda_m(H_0) < \eta$.
5. By taking the sign of $f_i(H_0)(1 \leq i \leq m)$, we obtain $m$ network cut solutions to (11).

**Fig:** Network cuts found by the NCI algorithm.
In order to make our description more clear, we use a network example to show how the NCI algorithm works. As shown in Fig. There are 20 nodes randomly spread over 100 × 100 sensor field, and the weighted links are shown in the figure. The node labelled by ‘1’ is chosen as the sink. Node we refer to the nodes that are directly connected to the Sink node as critical nodes. We perform the NCI Algorithm using \( \gamma = 0.5 \) in (11) and the eigenvalue gap \( \eta = 0.8 \) to find the network cuts. The corresponding results are summarized in Table I.

### IV. SIMULATION RESULTS

As discussed in Section II.A, each link \( e_k \in E \) carries a weight \( \omega_k = -\log(1 - p_k) \geq 0 \). The weight \( \omega_k \), as a function of the link probability \( p_k \), is not directly observed and can only be estimated through link quality measurements. At the same time, the packet reception ratio (PRR), being an important QoS metric, is used to estimate the quality of the underlying Wireless links in the WSN [16]. In practice, the PRR can be obtained by computing the ratio of the number of received Packets to the number of sent packets. Therefore, we use the PRR of link \( e_k \in E \) as the link weight instead of \( \omega_k \).

In our setup, 100 sensor nodes are uniformly distributed in a 200m × 200m square region. We use the log-normal shadowing model to characterize the wireless signal propagation.
Impact of Wireless Channel Parameters

In this set of simulations, we study the impact of the wireless channel parameters on the performance of the NCI algorithm. First we consider the effect of the path loss exponent $\beta$ that measures the rate at which the received signal strength decreases with distance. From the analysis of (24), we know the received signal strength becomes weaker with the increase of the path loss exponent $\beta$ when the distance remains constant. Hence, the Value of $\text{prr (d)}$ decreases accordingly. That is, the NCI Algorithm can obtain better clustering performance as $\beta$ increases. That the Ncut decreases as $\beta$ increases from 1 to 2.5. Furthermore, the clustering performance corresponding to $\gamma = 0.1, \gamma = 0.5$ and $\gamma = 0.9$ is in ascending order. In Fig. we can observe that the NCI algorithm with the smaller $\gamma$ is more likely to obtain better critical nodes matching performance, and the degree of similarity for $\gamma = 0.1$ is insensitive to the value of $\beta$ due to the fact that $\beta$ can significantly affect the normalized cut rather than the degree of similarity. Moreover, when $\beta < 2$, the degree of similarity for $\gamma = 0.5$ decreases with $\beta$ due to the fact that the NCI algorithm can trade off between the clustering performance and the critical nodes matching performance. Hence, the smaller Ncut leads to the lower degree of similarity. However, as $\beta$ increases, more and more solutions can be chosen according to a given eigenvalue gap $\eta$ due to the connection quality of WSN getting worse, consideration can be given to both the clustering and the matching performance, so the degree of similarity for $\gamma = 0.5$ increases when $\beta > 2$. The degree of similarity for $\gamma = 0.9$ behaves similarly.

for $\gamma = 0.5$. Recall that we can use the standard deviation $\sigma dB$ of $X dB$ to capture the time-varying nature of the signal due to the different surroundings on the propagation path. From (26), since the Q-function is a nonmonotonic decreasing function, $\text{prr (d)}$ increases with $\sigma dB$, and the NCI algorithm obtains worse clustering performance accordingly. Fig. shows when $\sigma dB$ varies from 2 to 9, the Ncut increases gradually, and the clustering performance corresponding to $\gamma = 0.1, \gamma = 0.5$ and $\gamma = 0.9$ is in ascending order.

Robustness of the NCI Algorithm

In practice, there exist estimation errors in the link probabilities, we next study how the performance of the proposed algorithm is affected if we add a perturbation to the adjacency matrix, that is $W = W +$, where contains additive\ White Gaussian noise (AWGN) with the specified perturbation level (PL), where the PL is the $\text{prr (d)}$ to estimation noise\ ratio in dB, and we set $PL = 30 dB$. In the clustering performance corresponding to $\gamma = 0.1, \gamma = 0.5$ and $\gamma = 0.9$ is in ascending order, and the Ncuts for three different $\gamma$ decrease as the PL increases from 5dB to 40dB due to decreasing estimation error. There exists an SNR threshold such that the Ncut remains almost constant when PL is larger than the threshold, and the Ncut decrease rapidly with the PL when the PL is less than the threshold, can also observe that the threshold corresponding to $\gamma = 0.9$ (about 10 dB) is smaller than the thresholds corresponding to the other two cases. Hence, we can conclude that the NCI algorithm corresponding to larger $\gamma$ achieves the better robustness performance. Moreover, In , the Critical nodes matching performance corresponding to $\gamma = 0.1, \gamma = 0.5$ and $\gamma = 0.9$ is in descending order. When the Ncut decreases, with PL, the degree of similarity decreases accordingly due to the trade-off between the clustering performance and the matching performance.
V. CONCLUSION

In this article, we aim to identify network cuts in the WSN, while taking fully into account the quality of wireless links, degree weights and different priorities of sensor nodes. Based on the spectral clustering theory, we have proposed a scheme based on minimizing the normalized cut with critical nodes. We have further developed the network cut identification (NCI) algorithm and the dominant eigenvector computation (DEC) algorithm, which provide the efficient solution by solving the multiple eigenvalues and eigenvectors according to a given parameter of eigenvalue gap, requiring no global topology information. Simulation results have demonstrated the effectiveness and robustness of the proposed algorithm. While taking fully into account the quality of wireless links, the degree of similarity decreases accordingly due to the trade-off between the clustering performance and the matching performance.
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