Texture Separation Using Enhanced Morphological Component Analysis
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ABSTRACT: The Morphological Component Analysis (MCA) is a method which allows us to separate features contained in an image when these features present different morphological aspects. MCA can be used for image inpainting and image separation task. MCA can be very useful for decomposing images into texture and piecewise smooth(cartoon) parts. Due to the use of curvelet dictionary in MCA piecewise smooth content part suffers from ringing artifact. TV regularization scheme was used to remove ringing artifact from the piecewise smooth part. In this work we aim at improving the MCA algorithm so that it can separate the piece wise smooth part and texture part more efficiently. The TV regularization scheme is approximated with daubechies wavelet. Daubechies wavelet transform is applied over the cartoon part of the image then soft thresholding of the coefficient is done and then again the image is reconstructed by taking inverse daubechies wavelet transform. Simulation result has shown that proposed method is giving better performance than the previous method in terms of various quality metric such as PSNR(peak signal to noise ratio), SSIM(Structural similarity).

KEYWORDS: MCA, Texture, Piecewise Smooth, Ringing Artifact, Wavelet.

I. INTRODUCTION

The Morphological Component Analysis (MCA) is a new method which allows us to separate features contained in an image when these features present different morphological aspects. MCA can be very useful for decomposing images into texture and piecewise smooth (cartoon) parts or for inpainting applications. MCA aims at separating these two parts on a pixel-by-pixel basis, such that if the texture appears in parts of the spatial support of the image, the separation should succeed in finding a masking map as a by-product of the separation process. In MCA, we base decomposition on sparse signal representation. MCA assumes that each signal is the linear mixture of several layers or morphological components that are morphologically distinct, such as sines and bumps.

Paper is organized as follows. Section II describes different types of Transforms, implementation method and algorithm. Section III. presents experimental results showing results of images tested. Finally, Section IV presents conclusion.

II. RELATED WORK

This work aims at improving the MCA algorithm so that it can separate the piece wise smooth part and texture part more efficiently. TV regularization scheme is approximated with Daubechies wavelet. The algorithm has been simulated and it was found that proposed method is giving better results than the MCA method in terms of various quality metric such as PSNR(peak signal to noise ratio), SSIM(Structural similarity). The present work also tries to preprocess the image for tesseract OCR engine (optical character recognition). Preprocessing means to separate the image into its constituent parts i.e. character and the texture. The characters are separated from the image so that it can be easily readable by the OCR engine. Results show the improved performance of OCR engine by applying the proposed algorithm to the noisy image. Curvelet or wavelet transform dictionary can be used for separating the character out of the image. Discrete cosine transform can be used to separate the texture part from the image. Curvelet transforms gives better result than wavelet transform.
2.1 Dictionaries for smooth content

Wavelet transforms (WT)
The discrete wavelet transform (DWT) [19][20][21][25] is used in image processing to represent an image in the frequency domain. To begin the transform, the image is decomposed into four sub-bands and critically sub-sampled. The four sub-bands are – LL, LH, HL and HH. The four sub-bands arise from the separable application of vertical and horizontal filters. Wavelet transform inherently supports multi resolution analysis. Wavelet based codes have very good performance at low bit rates because trends anomalies and information at all scales in between are available.

The OWT implementation requires O(n^2) operations for an image with n×n pixels, both for the forward and the inverse transforms. The OWT presents only a fixed number of directional elements independent of scales, and there is no highly anisotropic elements. Therefore, we expect the OWT to be non-optimal for detection of highly anisotropic features. Moreover, the OWT is non-shift invariance – a property that may cause difficulties in our analysis. The undecimated version (UWT) of the OWT is certainly the most popular transform for data filtering. It is obtained by skipping the decimation, implying that this is an over complete transforms represented as a matrix with more columns than rows.

The curvelet transform
The curvelet transform, proposed in [22, 23, 29] enables the directional analysis of an image in different scales. The idea is to first decompose the image into a set of wavelet bands, and to analyze each band with a local ridgelet transform. The curvelet transform is also redundant, with a redundancy factor of 16J + 1 whenever J scales are employed. Its complexity is of the O(n^2 log n), as in ridgelet.

The curvelet decomposition is the sequence of the following steps i.e. Sub-band Decomposition and Ridgelet Analysis. The curvelet transform has a tight frame which combines multiscale analysis and ideas of geometry and can achieve optimal rate of convergence by simple thresholding[6]. This multiscale transform has a strong directional character in which elements are anisotropic at fine scales. The support of these elements obey the parabolic scaling principle length^2=width. Traditional curvelet transform is based on the Ridgelet analysis theory, its digital realization is complicated and decomposition of Laplacian pyramid brings enormous date redundancy. The second generation curvelet transform (fast discrete curvelet transform) proposed by Candes et.al. provides two fast algorithms to implement it i.e. USFFT(unequally-spaced fast Fourier transforms) and Wrapping [26].

2.2 Dictionaries for texture content

The discrete cosine transform (DCT)
The DCT is a variant of the Discrete Fourier Transform, replacing the complex analysis with real numbers by a symmetric signal extension. The DCT is an orthonormal transform, known to be well suited for first order Markov stationary signals. When dealing with non stationary sources, DCT is typically applied in blocks. Such is indeed the case in the JPEG image compression algorithm. Choice of overlapping blocks is preferred for analyzing signals while preventing artifact.

A DCT expresses a finite sequence of data points in terms of a sum of cosine functions oscillating at different frequencies. The use of cosine rather than sine functions is critical in these applications: for compression, it turns out that cosine functions are much more efficient, whereas for differential equations the cosines express a particular choice of boundary conditions.

2.3 Implementation

MCA is a method to separate the image into its component i.e. natural scene part and texture. Initial the variable residual will be initialized with the image itself .Than the curvelet transform and discrete cosine transform of the residual is calculated. After the curvelet transform of the residual is obtained, the next step is to apply the soft thresholding or hard thresholding on the curvelet coefficients. We have used the hard thresholding. Curvelet transform returns the frequency component of the matrix. Coefficient having value less than the threshold will be discarded. Than the inverse transform of the obtained matrix is calculated to get back the image coefficient. Image obtained after taking the inverse curvelet transform suffer from ringing artifact. So to remove this problem completely the TV regularization scheme is applied. In the proposed scheme TV regularization scheme is approximated with the Daubechies wavelet and found that it is giving better result than the previous Haar wavelet. . The wavelet transform of the image will return the frequency component of the image. The coefficients of the wavelet transform are usually sparse. Next discrete cosine transform of the residual is calculated. The thresholding of the wavelet coefficients is usually applied only to the detail coefficients d_{jk} of image rather than to the approximation coefficients c_{jk}. Now by
calculating inverse wavelet transform original image is reconstructed. In next step discrete cosine transform of the residual is calculated.

After that two images are added which we get after calculating inverse discrete curvelet transform and inverse discrete cosine transform of the residual image. Than the sum will be reduced from the original image and it will be assigned as new residual. In next step residual image is added to the coefficient we get after calculating inverse curvelet transform earlier.

Again finding the curvelet transform of the resultant and repeat the previous steps. Results have been taken with total 30 iteration.

2.4 Algorithm

1. Initialize $L_{max}$, number of iterations per layer $N$, and threshold $\delta = \lambda \cdot L_{max}$.
2. Perform $N$ times:
   
   **Part A** - Update of $y_n$ assuming $y_t$ is fixed:
   
   Calculate the residual $R = y - y_t - y_n$.
   Calculate the curvelet transform of $y_n + R$ and obtain $\alpha_n = \Phi_n^T (y_n + R)$
   
   Soft threshold the coefficient $\alpha_n$ with the threshold $\delta$ and obtain $\hat{\alpha}_t$.
   
   Reconstruct $y_n$ by $y_n = \Phi_n \cdot \hat{\alpha}_t$

   **Part B** - Update of $y_t$ assuming $y_n$ is fixed:
   
   Calculate the residual $R = y - y_t - y_n$.
   Calculate the local DCT transform of $y_t + R$ and obtain $\alpha_t = \Phi_t^T (y_t + R)$
   
   Soft threshold the coefficient $\alpha_t$ with the threshold $\delta$ and obtain $\hat{\alpha}_t$.
   
   Reconstruct $y_t$ by $y_t = \Phi_t \cdot \hat{\alpha}_t$

   **Part C** - TV Consideration:
   
   Apply the TV correction by $y_n = y_n - \mu \gamma \frac{\partial TV(y_n)}{\partial y_n}$
   
   The parameter $\mu$ is chosen either by a line-search minimizing the overall penalty function, or as a fixed step-size of moderate value that guarantees convergence.

3. Update the threshold by $\delta = \delta - \lambda$.
4. If $\delta > \lambda$, return to Step 2. Else, finish.

A link between the TV and the undecimated Haar wavelet soft thresholding has been studied in [27], arguing that in the 1D case the TV and the undecimated single resolution Haar are equivalent. The TV introduces translation- and rotation-invariance, the undecimated 2D Haar presents translation- and scale-invariance (being multi-scale). J.-L. Starck, M. Elad, D.L. Donoho had approximated TV regularization scheme [18] with undecimated Haar wavelet transform and a soft thresholding But we have approximated TV regularization scheme with Daubechies wavelet and found that it is giving better result than the haar wavelet.

Proposed Algorithm for TV Regularization

- Calculate the Daubechies wavelet transform of $y_n$ and obtain $\hat{\alpha}_d$.
- Soft threshold the coefficient $d$ with the threshold $\gamma$.
- Reconstruct $y_n$ by $y_n = H^{-1} \hat{\alpha}_d$.

So the TV correction is applied by using Daubechies wavelet transform.

2.5 Thresholding

The most commonly used procedure to remove the noise is wavelet shrinkage by non-linear method proposed by Donoho and John stone (1994, 1995) and Donoho (1995)[29]. This approach is now widely used in statistics particularly in signal processing and image analysis. This can be referred as the estimation of the true curve from the data contaminated with the noise.
The estimation of the true curve involves three steps. Apply Discrete Wavelet Transform (DWT) which transforms the discrete data from time domain into time-frequency domain. In the second step the wavelet coefficient are set to zero (hard threshold rule) or shrink (soft threshold rule), if they are not crossing certain threshold level. The last step is to reconstruct the signal from the resultant coefficient using Inverse Discrete Wavelet Transform (IDWT).

The estimation process involves these steps as follows:

1. Apply the two dimensional Discrete Wavelet Transform on the noisy data to obtain the sub-band approximate coefficients, horizontal details, vertical details and diagonal details. The orthogonal property of the transform insures that the noise in the transform is also of Gaussian nature.

2. Threshold the detail coefficients using either soft or hard threshold rule.

For a given threshold \( \lambda > 0 \) the hard threshold value is given by:

\[
\delta(w, \lambda) = w I(w > \lambda)
\]

**Hard thresholding** – It is a keep or kill procedure.

\[
\delta(w, \lambda) = \max(w - \lambda, 0)
\]

**Soft thresholding** – It is shrink or kill rule.

3.6 Haar Wavelet

Hungarian mathematician Alfred Haar introduced Haar functions and they are used since 1910. After its origin, many definitions of the Haar functions, different generalizations [24] and some alterations were published and used. These transforms have been applied, for example, to spectral procedures for numerous valued logic, picture coding, edge extraction, and so forth. The non-sinusoidal Haar transform is the totally unitary transform. It can be used for data compression of non-stationary “spiky” signals for example digital images as it is local.

III. EXPERIMENTAL RESULTS

3.1 Results for Barbara image

Result with MCA method for \( \gamma = 10 \)

Fig.1(a) shows the original image,1(b) image after adding image 1(c) and 1(d), 1(c) smooth part of the image 1(d) texture part of the image,1(e) is showing the structural similarity.
Fig. 2 (a) shows the original image, 2(b) image after adding image 2(c) and 2(d), 2(c) smooth part of the image 2(d) texture part of the image, 2(e) is showing the structural similarity.

We have applied the previous method and the new method over Barbara image. The texture and the cartoon part have been separated. We can see here that the new method is better than the previous one in terms of SSIM and PSNR. PSNR and SSIM are the image quality metric. For $\gamma = 10$ previous method is giving PSNR = 41.6 while new proposed method is giving PSNR = 44.2. So the proposed method is giving better result in terms of PSNR. SSIM value for previous method is 0.996 while SSIM value for the proposed method is 0.997. so our method is giving better result in terms of both the quality metric. so we can say that our method is separating the image into texture and cartoon part more efficiently than the previous method.

The table below shows effect on PSNR of the image when TV regularization scheme is approximated with Haar and Daubechies wavelet.

<table>
<thead>
<tr>
<th>Gamma</th>
<th>PSNR with Haar</th>
<th>PSNR with Daubechies</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>41.6</td>
<td>44.2</td>
</tr>
<tr>
<td>12</td>
<td>42.7</td>
<td>45.7</td>
</tr>
<tr>
<td>15</td>
<td>43.8</td>
<td>47.2</td>
</tr>
</tbody>
</table>

Table 1 Effect on PSNR

The table below shows effect on SSIM of the image when TV regularization scheme is approximated with Haar and Daubechies wavelet.

<table>
<thead>
<tr>
<th>Gamma</th>
<th>SSIM with Haar</th>
<th>SSIM with Daubechies</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.996</td>
<td>0.997</td>
</tr>
<tr>
<td>12</td>
<td>0.997</td>
<td>0.997</td>
</tr>
<tr>
<td>15</td>
<td>0.997</td>
<td>0.998</td>
</tr>
</tbody>
</table>

Table 2 Effect on SSIM
We have applied MCA algorithm over Barbara image. MCA has separated Barbara image into its texture part and natural scene part. Image was affected by ringing effect due to the curvelet transform of the image so the TV regularization scheme was applied to remove the ringing effect. TV regularization scheme works well when it is approximated with Daubechies wavelet instead of Haar wavelet. MCA show better PSNR when TV regularization scheme is approximated with Daubechies wavelet.

This is a lot of 12 point text to test the ocr code and see if it works on all types of file format. The quick brown dog jumped over the lazy fox. The quick brown dog jumped over the lazy fox. The quick brown dog jumped over the lazy fox. The quick brown dog jumped over the lazy fox.

Tesseract OCR engine was able to read all the words correctly of the image show in fig.3. When we added different amount of noise to the above image than we got different results. We have added Gaussian noise to the above image, sometimes tesseract was able to read all the words and sometimes it can’t even able to read a single word.

<table>
<thead>
<tr>
<th>Mean</th>
<th>Variance</th>
<th>% of word detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.3</td>
<td>0.2</td>
<td>95</td>
</tr>
<tr>
<td>-0.3</td>
<td>0.3</td>
<td>16</td>
</tr>
<tr>
<td>-0.3</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.2</td>
<td>100</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.3</td>
<td>50</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.3</td>
<td>100</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.4</td>
<td>90</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.5</td>
<td>51.6</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.51</td>
<td>40</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.52</td>
<td>35</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.53</td>
<td>31.6</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.54</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4 Showing word detected by OCR engine with varying value of noise.
Fig. 4 shows the percentage of detected words by the OCR engine with fix variance.

Fig. 4 shows the graph between numbers of words detected and mean of the Gaussian noise. The value of noise variance is fixed. Green line shows the graph when noise variance is fixed at 0.02 and red line shows the word detected by OCR engine when noise variance is fixed at 0.03.

So, proposed method has improved the performance of MCA algorithm in terms of PSNR and SSIM.

<table>
<thead>
<tr>
<th>Noise mean</th>
<th>Noise variance</th>
<th>PSNR with Haar</th>
<th>PSNR with Daubechies</th>
<th>% of detected words with MCA</th>
<th>% of detected words with proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.3</td>
<td>0.04</td>
<td>29.5</td>
<td>33.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>-0.4</td>
<td>0.03</td>
<td>32.1</td>
<td>36.2</td>
<td>96.66</td>
<td>98.33</td>
</tr>
<tr>
<td>-0.45</td>
<td>0.02</td>
<td>33.8</td>
<td>37.9</td>
<td>93.33</td>
<td>95</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.02</td>
<td>35.6</td>
<td>39.1</td>
<td>91.6</td>
<td>98.3</td>
</tr>
<tr>
<td>-0.6</td>
<td>0.02</td>
<td>38.9</td>
<td>45.1</td>
<td>90</td>
<td>98.3</td>
</tr>
</tbody>
</table>

Table 5

IV. CONCLUSION

The proposed scheme is giving better result than the previous scheme. We have compared the performance of MCA algorithm and the proposed algorithm over two different types of images (Barbara image and text image) and found that proposed method is giving better performance than the previous one in terms of PSNR and SSIM.

Proposed scheme can also be used as a preprocessing step for optical character recognition engine. After preprocessing the text image, OCR engine is able to detect more number of correct words. Proposed scheme can be coupled with the optical character recognition engine.
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