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ABSTRACT: Technology in medical sciences has led to the development of huge number of hospitals and health care 

centers. Data-mining algorithms are utilized for analyzing and extracting data in various areas and to obtain meaningful 

data from it, that is raw data into useful information. Classification is a prominent data mining techniques which add 

same set of labels into a class. This paper summarizes Decision tree, artificial neural networks, association 

classification, K-Nearest Neighbors and genetic algorithms and also identifies different approaches associated with the 

implementation of data mining for diagnosing various health problems. These algorithms help in diagnosing and 

predicting the diseases like heart diseases, liver diseases, and cancer.  
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I. INTRODUCTION 

 

Data mining play a key role in knowledge discovery to obtain essential information [1]. It is the process of detecting 

and extracting hidden information, patterns and specific data connections with certain predictions. The techniques are 

classified as supervised and unsupervised learning. Supervised learning relies on labeled data in the training data set. 

Unsupervised learning refers to organizing the information on non labeled data in the form of clusters. There are 

certain algorithms in the learning methods as shown in the figure1.   

  Data mining is the area of research for identifying meaningful information from large datasets of health 

organizations. Classification techniques are used to examine different diseases on certain factors like food production, 

purity of water, agriculture factors, stress environment as shown the following figure. 

 

 
Fig. 1. Classification applications 

 

 This paper illustrates the summary of different techniques and tools in classification. The paper is arranged as 

follows: Section2 illustrates related work and section3 is conclusion. 
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II. RELATED WORK 

 

In [2] C4.5 algorithm used for handling missing attributes and tree post-pruning is performed.c4.5 is a decision 

tree technique and combined with ANN (Artificial Neural Networks) and named as hybrid DT for the result. This 

technique is applied on the data that is pruned to remove noise. The result is validated by using tenfold validation test 

after determining the correctness, sensitivity and specificity of each algorithm. This determines the algorithm that 

works best and faster in identifying the symptoms that cause heart disease for provided dataset. 

In [3] UCI machine learning used breast cancer Wisconsin data sets that are extracted from fine needle 

aspirate(FNA) of breast dimension. The data is given as input for bayesian classification and decision tree.  

A decision tree classification algorithm J48 builds a tree model using classification and leaf nodes are 

constructed using data subsets. J48 is implemented in WEKA tool[4] which is implemented in following basic steps a) 

same class name is given that belong to the same class of labelled tree. b) The gain is calculated for each attribute. c) 

entropy is calculated as a measure of disorder. Number of occurrences is not defined well in the data sets from the 

remaining instances. So pruning  is applied  and data sets are given as input to decision tree algorithm for reducing the 

classification mistakes and for better accuracy. Bayesian classification is a probabilistic model, statistical and 

supervised learning method used to solve diagnostic health diseases. Bayes is a well built algorithm to edify noise input 

instances, the text document in sentiment analysis. 

WEKA tool is used for conducting experiments. The breast cancer [5] data set is considered as input for 

Bayesian classification and decision tree algorithms. Each information can have about 36 attributes with the number 

instances 320. Methodologies used are 

 1. Correctly Classified Instances (CCI) compares decision tree algorithm with Bayesian and shows the accuracy. 

2. Kappa Statistic (KS) calculates to identify the similar data by two individual tools.   

3. Mean absolute error (MAE) measures how near estimates or predictions to the existing outputs. 

4. Root mean square error (RMS) used to similarities between two data sets. 

In [6] K-Nearest Neighbor (K-NN) classifier identifies the nearest neighbor data points.  KNN used in data related to 

health science, cluster analysis, pattern identification and online marketing etc. The research based on this algorithm on 

health diseases is to predict the conditions and performs analysis between cardiovascular diseases and hypertension and 

determinant conditions of various chronic diseases. 

   SVM separates the data points of the classifiers of original input data using a hyper plane. The difficulty is 

reduced by separation of data points in original input data by mapping original finite data into new higher dimensional 

data. The certain kernel functions such as polynomial, Gaussian, sigmoid SVM used for separation between data points 

using hyper plane with support vectors. Using the SVM classification, diabetic patients low and high risk conditions are 

predictable. 

In [7] an artificial neural network (ANN) [8] very widely used for medical diagnosis and in biomedical systems. 

It is like computational model of a human brain. There was no need to provide a specific algorithm and the solution is 

not restricted to linear form. It easily recognizes the disease using scans. The elements or neurons on operation are 

interconnecting processing neurons that are inspired by biological nervous systems. The connections between elements 

largely determine the network functions. It is used for diagnosis diseases like nephritis diseases and heart diseases [9]. 
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It identifies the affected and non-affected patients. Feed-forward back propagation neural network is used as a classifier 

to distinguish between infected or non-infected person in different cases. In supervised learning, the network 

computation model is based on the input the output patterns are obtained. The neural networks follow iterative process 

such that it adjusts the connection weights to match its output with the actual output. 

In [10] there are certain commonly used optimization methods such as Genetic Algorithms (GAs), Particle 

swarm optimization (PSO), Ant Colony optimization to find the network weights. GA effectively explores large spaces 

with back propagation network (BPN) for determining the various parameters such as number of hidden nodes. Fuzzy-

genetic [11] is a combined logic that is used for diagnosis of breast cancer.  With the high classification performance 

the output diagnosis is measured with high confidence. Fuzzy-genetic approach is highly effective to diagnose diseases 

for effective results. 

In [12] used a Genetic Algorithm Wavelet Kernel Extreme Learning Machine [13] for ECG signal classification. 

WK-ELM classification gives better results compared with traditional ELM classifier. Wavelet kernel parameters can 

be adjusted for better results where as other kernels are fixed and cannot be adjusted. The most optimal values of 

WKELM parameters are rearranged by an optimization technique, Genetic algorithm. By using this algorithm most 

suitable solution is identified for a problem. GA technique has replicated natural survival of the fittest, that are 

comprised in the generation of new chromosomes. This paper tells about chromosomes and population (colony). The 

fitness function determines which generation is good that generates new solutions used as operators. Selection 

(reproduction), crossover and mutation are the three basic operators used to improve global optimized network 

parameters as mentioned in the figure. 

In [14] KEEL tool is used that contains four modules: data management (creating data sets), experiments 

(creating attractive interfaces), educational (teaching part for designing desired experiment) and extending 

functionalities. KEEL [15] (Knowledge Extraction based on Evolutionary Learning) is an open source (GPLv3) Java 

software tool that can be used for knowledge discovery. In experiment module k-nearest neighbor (KNN) classification 

algorithm is used and CHC-TSS evolutionary algorithm is applied to instant selection algorithm. Friedman test is used 

to align the data. For education module to get required result, decision tree algorithm is applied. A confusion matrix 

and accuracy of algorithms are obtained from the modules. The table of the matrix tells the efficiency of the classifier 

used to test the data of heart disease. If the exit value is 0 then the classification has been done correctly. This 

concludes effectiveness and efficiency of the various algorithms. 

III. CONCLUSION  

 

 This paper summarizes the survey on various classification tools and techniques. C4.5 algorithm is used for 

handling missing attributes and combined with ANN that identifies the symptoms of heart disease. It is effectively used 

biomedical systems. KNN classification used in KEEL tool to identify efficiency of classifiers and data is tested. A 

decision tree and Bayesian algorithm s are used in WEKA tool to diagnose breast cancer on datasets. SVM 

classification uses hyper plane to identify the risk factors of diabetic patients. Genetic Algorithm WK-ELM is useful in 

areas of medical sciences at ECG signal classification. Fuzzy-Genetic algorithm explores large spaces with BPN used 

for diagnosing breast cancer. Therefore, this paper gives information about different tools and algorithms of 

classification used in medical diagnosis. 
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