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ABSTRACT: Extreme Learning Machine (ELM) is a recently discovered way of training Single Layer Feed-forward 

Neural Networks with an explicitly given solution, which exists because the input weights and biases are generated 

randomly and never change. The method in general achieves performance comparable to Error Back-Propagation, but 

the training time is up to 5 orders of magnitude smaller. Despite a random initialization, the regularization procedures 

explained in the thesis ensure consistently good results. While the general methodology of ELMs is well developed, the 

sheer speed of the method enables its un-typical usage for state-of-the-art techniques based on repetitive model re-

training and re-evaluation. The method proves useful, and allows even more applications in the future. 

ELM method is a promising basis for dealing with Big Data, because it naturally deals with the problem of 

large data size. An adaptation includes an iterative solution of ELM which satisfies a limited computer memory 

constraint and allows for a convenient parallelization. 
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I. INTRODUCTION 
 

Image classification - assigning pixels in the image to categories or classes of interest. 

In order to classify a set of data into different classes or categories, the relationship between the data and the classes 

into which they are classified must be well understood 

 To achieve this by computer, the computer must be trained 

 Training is key to the success of classification 

 Classification techniques were originally developed out of research in Pattern Recognition field 

Computer classification of remotely sensed images involves the process of the computer program learning the 

relationship between the data and the information classes 

Important aspects of accurate classification 

 Learning techniques 

 Feature sets 

 

Types of Learning 

 

gned to form a mapping from one set of variables (data) to another set of variables 

(information classes) 

 

 

 

er the scientific laws underlying the data distribution 
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Features 

Features are attributes of the data elements based on which the elements are assigned to various classes. 

E.g., in satellite remote sensing, the features are measurements made by sensors in different wavelengths of 

the electromagnetic spectrum – visible/ infrared / microwave/texture features … 

In medical diagnosis, the features may be the temperature, blood pressure, lipid profile, blood sugar, and a 

variety of other data collected through pathological investigations  

The features may be qualitative (high, moderate, low or quantitative. 

The classification may be presence of heart disease (positive) or absence of heart disease (negative) 

Supervised Classification 

antage of an analyst or domain knowledge using which the classifier can be guided to learn 

the relationship between the data and the classes. 

 

Unsupervised Classification 

 

still be analysed by numerical exploration, whereby the data are grouped into subsets or clusters based on statistical 

similarity 

Supervised vs. Unsupervised Classifiers 

 Supervised classification generally performs better than unsupervised classification IF good quality training 

data is available. 

 Unsupervised classifiers are used to carry out preliminary analysis of data prior to supervised 

Classification. 

 

Role of Image Classifier 

The image classifier performs the role of a discriminant 

– discriminates one class against others 

Discriminant value highest for one class, lower for other classes (multiclass) 

Discriminant value positive for one class, negative for another class (two class) 

Example of Image Classification 

 Multiple Class Case 

Recognition of characters or digits from bitmaps of scanned text 

 Two Class Case 

Distinguishing between text and graphics in scanned document 

 

Extreme Learning Machine (ELM) is swiftly gaining popularity as a way to train Single hidden Layer Feed- 

forward Networks (SLFN) for its attractive properties. ELM is a fast learning network with remarkable generalization 

performance. Although ELM generally can outperform traditional gradient descent-based algorithms such as 

Backpropagation, its performance can be highly affected by the random selection of the input weights and hidden 

biases of SLFN. Moreover, ELM networks tend to have more hidden neurons due to this random selection. The goal of 

our work is to increase the generalization performance, stabilize the classifier, and to produce more compact networks 

by reducing the number of neurons in the hidden layer.  

 

Extreme Learning Machine (ELM) was proposed by Huang, Zhu, and Siew (2004) as an efficient and 

effective method for training SLFN. ELM starts by setting the values of input weights and hidden biases randomly, and 

then it determines the out- put weights analytically using Moore–Penrose (MP) generalized in- verse. ELM does not 

just increase the speed of learning and the generalization performance, but it also minimizes the need for user 

intervention and the manual setting of parameters such as learning rate and number of epochs needed by traditional 

gradient descent methods. Furthermore, it avoids falling into local minima ( Ding, Xu, & Nie, 2014; Han, Yao, & Ling, 

2013; Huang, Zhu, & Siew, 2006 ). 
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Fig. 1 Topology of SLFN 

 

II. RELATED WORK 

 

When using ANN as a classifier, we must take into consideration the number of hidden layers, the values of 

weights between the layers, and the selection of the learning algorithm. The performance of the classifier is highly 

affected by the combination of the structure of the network and the learning algorithm. 

Previous studies on this topic have been performed. Zehra et al. [5] identified massed in mammograms and 

classified them as benign or malignant, showing that the surroundings of malignant tumours are more irregular and the 

size value is within certain limits. Wiliam et al. [6] estimated the classification of breast mass diagnosis based on fine-

needle aspirates (FNA) by using digital image analysis and machine learning method; the predicted diagnostic accuracy 

was 97% and the actual diagnostic accuracy was 100% in 118 new samples. Mu and Nandi [4] used an automated 

classification methodology to analyze breast masses with a fine-needle aspirates (FNA) for diagnosis of malignancy 

and to characterize the features. Kowal et al. [11] proposed an approach for an automatic classification of images based 

on determining the kernel regions in the images and then using these regions as classifiers. Two-stage segmentation 

was applied to the images. In the first step, foreground and background segmentation was performed on images using 

the adaptive threshold. These images included the nuclei, red blood cells, and other features. In the second stage, the 

nucleus regions were separated from the blood cells and other features. Finally, the kernel regions were represented by 

different properties, and these properties are used as inputs for the classifiers. Using 3 classifiers (K-nearest neighbors, 

Naive Bayes, and decision trees), they obtained classification accuracy of 96–100% in 500 sample images. Filipczuk et 

al. [12] used computer-assisted breast cancer detection and proposed an approach to identify kernel areas and separate 

them into regions. The kernel areas were determined using the circular Hough transformation, as well as Kerbyson and 

Atherton methods. Then, the regions separated by the divisions were used as inputs to the classifiers. These classifiers 

(K-nearest neighbours, Naive Bayes, and Support Vector Machines) were found to have 98.51% classification accuracy 

in 737 microscopic images of fine-needle biopsies using these classifiers. 

Since digital imaging has become an integral part of research, computer-aided assessment using advanced 

image analysis has become an important part of many research projects. Model recognition is a scientific research 

process used to determine the system design models by analyzing the data. The recognition system has emerged with a 

large accumulation of computer data [8]. 

The purpose of image processing is to increase the accuracy of computer control and verification of the data 

by activating many perceptions with large categories under different conditions. In the detection and diagnosis of breast 
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cancer, mammography, ultrasonography, and magnetic resonance (MR) images are image-processing-based methods 

used to provide information [9]. Tumour recognition in the area examined with MR images is usually composed of 2 

parts. The first part is the process of selecting the features required for recognition of the tumour or the sizes to be 

measured. This process is called feature extraction and it is the system feature extractor that performs this operation. 

Each feature used in tumour detection or the size to be measured is a real number that gives the measurement result. At 

the beginning of the determining the factors affecting the success of the classification, the selected features should 

represent all the tumour being sought. The second part of the tumour recognition is classified as benign and malignant, 

using the obtained feature vectors. In Figure 1, a diagram of tumour recognition system in breast cancer is presented. 

 
Fig. 2 Flowchart of SaELM for classification 

 

III. OBJECTIVE 

 

 One major issue of ELM is that it tends to use larger number of hidden neurons than in the traditional gradient 

descent algorithms. 

 Moreover, the random initialization of the input weights and hidden biases may affect the performance of 

ELM. 

 To solve these drawbacks, global search algorithms such as evolutionary algorithms can be used to experience 

the best utilisation of ELM.  

IV. METHODOLOGY 

 

ELM starts by randomly initializing the input weights and hidden biases and, then in one step, it analytically 

determines the output weights using MP inverse ( Huang et al., 2006 ). However, due to this random assignment of 

these weights and biases, ELM usually does not get the optimal values of the weights. 

It is important to compare the performance values of machine learning algorithms with a measurable expression and to 

compare its performances. In this section, we have divided the data set, which is the first criterion affecting the 

performance of the model and the algorithm used, divided into training and test data, and the second is the 

identification of performance evaluating expressions. 

➢ First criterion: There are various data partition performance evaluation methods such as hold-out and K-fold cross-

validation in the literature [13]. The following items should be taken into consideration while distinguishing the data set 

as training and testing: 

 The number of samples in the training dataset should be more than the samples in the tested dataset. 

 It is necessary to randomly distribute samples at the distinction of training and test data set. 

 During the division of the data set into training and test data sets, the target class must include the 

target data in the distribution of the training and test data sets. 

In the K-fold method, the data set is divided into 3 parts – training, verification, and test data – by 3 steps – separation, 

model selection, and performance status – which are made at the same time. For the ELM used in this study, the K-fold 

cross-validation method was chosen as the data set divided into training and test data, as shown in this figure. 
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 Second criterion: It is necessary to express the performance of the proposed solution for a probing given in 

machine learning algorithms, or to express how well the algorithm learns. Different evaluation criteria have 

been developed for this. 

 
Fig. 3 Data set divided into training and test data 

 

V. CONCLUSION 

 

The proposed model is to be experimented based on a medical classification problems using standard dataset. 

And I will try to recover the experimental results that demonstrate the proposed model can achieve better generalization 

performance with smaller number of hidden neurons and with higher stability. In addition, it requires much less 

training time compared to other classification algorithms. 
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