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ABSTRACT: People run-out of time and even then, they find a small time to know what’s happening all over the 

world. So, in such hefty schedule people can’t go through all the tweets which users post all day long, and the solution 

for this is summarizing the tweets and getting the abstract of a particular news of event a person is searching for. 

Basically, summarizations are of two types Single Document Summarization and Multiple Document Summarization. 

Tweet summarization is a multi-document summarization as micro-blogging environment which is taken into account 

is a word restricted document where a person is limited to a certain number of words. Therefore, to summarize many 

tweets to get a perfect information about a topic we use Multiple Document Summarization. Here, key features like the 

temporal features of the tweets are included to Extractive Summarization of the tweets using an improved version of 

LexRank an Unsupervised Machine learning technique.  

KEYWORDS: Tweets, micro-blogging, Single Document Summarization, Multiple Document Summarization,Tweet 

summarization, Extractive summarization, LexRank. 

I. INTRODUCTION 

 
Twitter is a social media networking site where people post messages, videos and pictures publicly every day. Twitter 

is a microblogging site where the posts were earlier limited to 140 characters later on it was increased, rather doubled 

to 280 characters for all the languages except for three languages. As the posts in this social media networking site are 

very short, like the short and sweet chirp of a bird they are called as tweets. Tweets are by default in the public mode 

i.e. everyone having an account on twitter can see the posts, if the user restricts the visibility then only the tweets are 

visible to their followers.  

People will be posting a lot of information on twitter; it is secondary that if the information is useful to the user or not.  

Everyday there may be more than 500 million tweets posted on twitter. This short message service microblogging 

website has become a large source for breaking news where people post may interesting information about everything 

happening all over the world.  

On the other side users not only post but they also follow and read the other people’s posts. People have their own 

interests in reading about any particular topic. If the user tries to search matter about a particular topic, this would be 

like information overflow as there will be many tweets running down about a topic where people tweet about that 

particular topic weeks together. Also, people retweet and this can cause data redundancy. Searching for a perfect 

information about a particular topic would make a huge loss of time. This can be done by getting summary of all the 

tweets related to the particular topic which will give a brief information about the topic the person is interested in.  
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Here, summary of tweets means, getting the perfect matter on a topic which gives good idea about the topic the user is 

interested in. This should be generated automatically by using a system. This system is called a summarizer, a 

summarizer summarizes documents or sentences by using some methods or algorithms which are relevant according to 

the requirements of the user. So, instead of searching or reading all the tweets related to a topic to get correct 

information about it this summarizer gives sentences which gives strong information about the topic. Summarization 

according to the input type is basically of two types:  

1. Single Document Summarization 

2. Multiple Document Summarization  

Single Document Summarization is summarizing a large document into a small and informative text, i.e. the input will 

be only one document and the output will be a few lines about the document. Multiple Document Summarization is 

getting a perfect information from many sentences or documents as an input, i.e. input is multiple document. Twitter is 

a microblogging site, where short messages called tweets are posted and summarizing the tweets comes under multiple 

document summarization.  

Based on the type of the output of the summary, summarization is of two types: 

1. Abstractive  

2. Extractive 

Abstractive Summarization is summarizing the document by changing the sentences by giving not intentionally but like 

how a human summarizes by forming his own sentences. Extractive summarization is done by selecting some 

important sentences from the given document itself. As abstractive summarization is more difficult to be presented, 

most of the summarizing models use extractive method to summarize the document.  

In this paper the methods used are Extractive summarization and Multiple document summarization.  

II. RELATED WORK 

Text Summarization: 

Summarization in general is the process of filtering important information from a source of a huge text or a document 

to make the information legible and intelligible. This is done by us i.e. humans always as we have the power to 

understand and put the idea what we have understood in our own words. This saves time as we need not read the whole 

document to get the information, we get clear idea about the information about the document. Text summarization is 

summarizing a text document which contains paras of document. The document may be Single Document 

Page rank: 

Page ranking is ranking a web page how important is that page. How frequently the page is been searched by the users. 

Websites with more links from other sites are mostly considered important web pages using the page rank algorithm. 

 

 d-damping factor, N-No. of nodes, v-vertex, u-adjacent side. 
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Text rank:  

This is a machine learning technique where the article will be concatenated and then the this will be split into single 

sentences. Then the words will be embedded and represented as vectors. The similarities between the vectors which are 

calculated will be stored in the similarity matrix and this will be then converted into a graph, where the vertices 

represent the sentences and the edges represent the similarity score of the sentences connected with the edge. The top 

most ranked sentences will be the summary of the document as an extracted summary. 

 

S(Vi) - Score of a vertex V, E – set of edges, d – damping factor which is between 0 to 1 and usually set to 0.85. 

LexRank: 

Lexrank is an unsupervised and extractive summarization method which takes input of sentences and used graph-based 

centrality and compares the sentences and produces two sentences as the output. This is an extractive method of 

summarization, where it all deals with importance of sentences. Sentences with great importance will be the output of 

the algorithm. 

 idf - inverse document frequency 

 

w - word in two sentences x, y. 

 

p(u)-LexRank 

III. UNSUPERVISED LEARNING TECHNIQUES 

 

Machine Learning: Deep learning is a subset of Artificial Neural Network and in turn Artificial Neural Network is a 

subset of Machine Learning and Machine Learning is in turn a subset of Artificial Intelligence. Artificial Intelligence is 

adding Human Intelligence to machines mainly computers where the system is able to learn, give reasons and 

correcting the mistakes made by itself. Machine Learning being a part of Artificial Intelligence provides the machines 

the ability to learn, give reasons and make corrections by itself without explicitly programming the system. Machine 

Learning allows the system to learn and correct itself by learning from its past experiences like how a human learns.  
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Types of machine learning algorithms: 

1. Supervised learning: This is a Machine Learning technique where the machine learns under the guidance and 

the training data set is labelled. We have the input and output explicitly defined.  

2. Unsupervised Learning: Here the machine will not have any labelled training data set and no explicitly 

defined input and output which is the exact opposite to supervised learning. 

3. Reinforcement Learning: In this type of machine learning the learning all deals with rewards, where the 

machine gives feedback after every action performed by the artificial intelligent system. The data set is not 

trained but the system decides which method or which process, or which path is the best to follow. 

Unsupervised Learning: 

Unsupervised Machine learning is making the machine learn like how a human learns by his past experiences. The data 

set is not labelled. So, the machine checks for some sort of patterns to learn what kind of data is that. There are many 

unsupervised machine learning algorithms like clustering, anomaly detection, associative clustering. These are some of 

the unsupervised machine learning algorithms used in general. As, mentioned in the related work, text summarization, 

page ranking, text ranking and lexranking are the methods used for summarization purpose. In this paper we are using 

LexRank algorithm to summarize the tweets which are tweeted by a particular person at a particular time period on a 

particular topic.  

IV. ABOUT THE DATASET 

 

The datasets for this paper are collected form twitter API. The tweets made on a particular topic by the same person on 

a particular time period are identified and collected. The data sets are taken in csv format. In this way ten data sets are 

collected and each dataset is then pre-processed and summarized.  

V. EXPERIMENT AND RESULTS 

Proposed Method 

This paper provides the improved LexRank is used to summarize the tweets. In general, the timestamp is not 

considered, here we consider the time of the tweet. This makes it easy to summarize the tweets. The tweets produced at 

a particular time period by the same person, will most probably be on a same topic. So, it is difficult to read many 

tweets on the same topic to know about what the tweets are. Using LexRank these tweets are summarized and this 

summary gives about what the person is talking about in those tweets. 

 

Procedure 

1. Firstly, the tweets are collected from twitter, by identifying the time period of the post.  

2. These tweets are saved in a csv file and then pre-processed. In pre-processing the punctuations are removed, 

tokenization is done, then stopwords are removed, stemming and lemmatization is done.  

3. The number of tweets and number of words in tweets are calculated.  

4. Tweets are summarized to get the main idea what the person is talking about in that time period. 

5. Also, we get the degree centrality scores with the summary.  

6. The precision, recall and f-score values are calculated and graphs are produced.  
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Result 

LexRank gives the results which are produced using the time of the tweet. The precision is higher than the recall while 

using lexrank. In this paper we have used ten datasets and each one is pre-processed by removing punctuations, 

tokenizing, removing stopwords, stemming and lemmatizing the tweets. The tweets are then summarized and precision 

and recall values are produced using ROUGE scores and least common subsequence, by considering and comparing the 

system generated summary and manually generated summary. Then the f_scores are also calculated and the graphs are 

generated for every dataset. As there are ten datasets each dataset produces different precision, recall and f_score 

values. Using these values, we produce bar graphs for each output. So, we will have ten graphs comparing the 

precision, recall and f measure values. Graphs produced are shown below. 

 

 

Fig.1. Graph for Narendhra Modi Dataset summary 

 

Fig.2. Graph for Chinmayi Dataset summary 

 

Fig.3. Graph for Nani Dataset summary 
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Fig.4. Graph for P V Sindhu Dataset summary 

 

Fig.5. Graph for Pramitheus Dataset summary 

 

Fig.6. Graph for Karan Johar Dataset summary 

 

Fig.7. Graph for another Dataset of Chinmayi summary 
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Fig.8. Graph for Vichy Kaushal Dataset summary 

 

Fig.9. Graph for Hrithik Dataset summary 

 

Fig.10. Graph for Tiger Shroff Dataset summary 

VI. CONCLUSION 

All the graphs show precision is higher compared to the recall while using the LexRank. This method can be improved 

further, the tweets which are in different languages an also be considered, also the tweets which are on the same topic 

but the time period also may vary, i.e. the person may tweet on the same topic again later and there may be many 

tweets on the same topic which are related to each other which are not posted in the same time and by another person.  
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