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ABSTRACT: Currently Artificial Intelligence has marked a tremendous growth in the technology and business sector. 

Without Artificial Intelligence, technology has no future. Artificial Intelligence is used in daily social life. Most 

Information Communication Technology (ICT) models are dependent on big data, lack self-idea, and are complicated. 

So, Lu et. al. [1] came up with a model named Brain Intelligence (BI). The researchers planned to generate new ideas 

about events without experiencing them by using Artificial life with an imagine function. Recently Artificial 

Intelligence is been developed for extracting patterns. Some limitations has been stated by Li. et. al. [1]: Artificial 

Intelligence concentrates on individual areas, i.e. voice recognition, visual recognition, text analytics and Natural 

Language Processing, and so on. The other limitation of Artificial Intelligence is: the system cannot make connections 

between two or more things. They are incapable of linking between things. Also, machine learning results are 

vulnerable and can be obtained using numerical only it is incapable to function as a human brain i.e. a single part can’t 

function as a whole brain. To solve these problems the Brain Intelligence model has been introduced. The portrayed 

model represents the working of the human brain. BI is a form of Artificial Intelligence fused with Artificial Life 

models. This paper focus on the multitask limitation of AI which can be overcome using Convolutional Neural 

Network (CNN) and Artificial Neural Network (ANN). It is briefly discussed below. 
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I. INTRODUCTION 

 

Nowadays AI has achieved great success in the world of technology. Using AI, we can perform a human specific task 

(voice recognition, image processing, face recognition, etc.). AI is the future of the current world as it outperforms 

human tasks. Alexa, google assistant, Cortana are some of the Automatic Speech Recognition (ASR) system which 

carries out the specified task as commanded. These systems made our lives easier. AI-based games such as Alpha GO 

[19], Dark forest, Deep blue, etc. are also available which outplays the human role. Real-time robots are invented to 

carry out human tasks like Amazon Prime Air which is a delivery system designed to safely hand-in the packages to 

customers using unmanned aerial vehicles [16]. Basically, AI is such a technology that can perform all human tasks. 

Implementing recurrent neural networks (RNN), Automatic Speech Recognition (ASR) system can be improved using 

n-gram language models [4]. Initially, Convolutional Neural Network (CNN) was used for image processing purpose. 

In recent years, CNN can be used for speech recognition, language processing [13] [15]. But AI cannot perform 

multiple tasks at the same time. A research paper on brain intelligence (BI) [1] proposes a BI model by fusing Artificial 

Intelligence and Artificial life models to develop new intelligent learning with memory and idea function. The 

researchers state that the BI model can solve the multitasking limitation of AI. The purpose of this paper is to show, 

using CNN and ANN we can build multitasking system which can perform image processing and speech recognition at 

the same time or language processing and image processing at the same time. 

 In the following, we discuss the related work of Convolutional neural networks and recurrent neural networks, a 

methodology that has been used, experimental results, and a conclusion drawn based on results.  

 

II. RELATED WORK 
 

1. Image Processing: Face recognition has been improved in recent years. According to Taigman et. al. [3] coupling 

the 3D model-based alignment with large capacity feedforward models can effectively overcome the drawbacks 

of the traditional method. The researchers proposed a system “DeepFace” which closes the remaining gap in 

unconstrained face recognition and is on the verge of human-level accuracy. The authors used the LFW dataset 
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for training and testing purposes without frontalisation obtaining an accuracy of 94.3% (with 2D alignment) 

while with frontalisation and naïve LBP/SVM combination accuracy obtained was 91.4%. Tio et.al [18]. used 

Inception V3 model to classify the face shape, using a human face dataset. The accuracy of the retrained 

Inception V3 model ranges from 84.8% to 97.8%. Retrained Inception V3 model outperforms the classifiers 

based on linear discriminant analysis, support vector machines, multilayer perceptron, and k-nearest neighbors 

[18].        

2. Voice Recognition: We all are acquainted with Alexa, Google Assistant, Cortana, Siri, etc ASR systems. No 

doubt these systems have marked tremendous growth. In [17] Saon et. al. suggested, best results can be obtained 

using CNN and RNN together. Recently it has been found that a small convolution window with many layers 

yields better results. In comparison between CNN and RNN, long short-term memory (LSTMs) is better at taking 

advantage of more data than the VGG network while in sequence training VGG network performs well than 

LSTM [17]. So, the researchers combined both networks for better results. Picheny et. al. [17] used three types of 

language models: class-based exponential model, feed-forward neural network [9], and six recurrent neural 

networks yielding WER of 5.5% which is the lowest among all. According to Kombrink et. al. [4] RNN language 

model is more suitable for mass application in common large vocabulary continuous speech recognition 

(LVCSR) systems. Recent development has also been seen in noise-robust speech recognition [15]. The model 

proposed by Qian et. al. [15] obtains a 10.0% relative reduction over traditional CNN. The portrayed model 

achieves a WER of 8.81% i.e. 17% of relative improvement over LSTM-RNN. 

3. Language modeling: Deep neural networks (DNN) performs excellently on difficult problems such as speech 

recognition or object visualization. In [9], researchers developed an architecture ‘straightforward LSTM’ which 

can solve general sequence to sequence problem. Sutskever et. al. [9] portrayed a model that had two different 

LSTMs: one for input sequence another for output sequence and chose LSTM with 4 layers also the researchers 

found reversing of words at input sequence useful. [10] shows a tremendous work in grapheme to phoneme 

conversion by comparing seq2seq architecture and sequitur G2P. Milde et. al. observed that the combination of 

seq2seq with sequitur G2P without multitask learning yields lower WER. A multi-channel convolution neural 

network that is popular among image processing can be used on language models [14]. The multi-channel model 

can build a multilingual dialog state tracker with large-scale cross-language corpora. 

 

III. METHODOLOGY 
 

Three datasets are used to perform experiments using CNN and ANN models.  

1. Image processing 

CNN is more popular in image processing but in recent years CNN did show some great results in speech recognition 

and language modeling [13]. So, the CNN model has been 

chosen for building a multi-tasking model. In image 

processing, a Face expression recognition dataset [22] was 

used, consisting of 7 directories i.e. different facial 

expressions (angry, happy, sad, fear, disgust, neutral, 

surprise. See fig.1). Four convolutional layers were added 

with 2 fully connected layers with an Adam optimizer. One 

convolutional layer consists of Conv2D, batch 

normalization, ReLU as activation function, max pooling 

with pool size (2,2), and Dropout. Batch normalization 

improves the performance and stability of neural networks. 

Pooling layers are used to reduce the dimensions of the 

feature maps. Max pooling layer selects the maximum 

element from the region of the feature map generated by a 

convolution layer. The output of the max-pooling layer 

contains the most prominent feature map than the previous 

feature map. This makes the model more robust to variations in the position of the features in the input image. Dropout 

is used to reduce the overfitting of the model. ReLU activation function was used in our model as it is more efficient 

and popular. The advantage of using this function is it does not activate all neurons at the same time. A flattening layer 

was also used to obtain a long vector of input data that can be passed through neural networks.   

Figure 1 
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The second dataset used is Intel image classification [23], consisting of natural scenes around the world categorized as 

buildings, forests, glaciers, mountains, sea, streets 

(fig.2). Here InceptionV3 model was used to train 

and test the data. This model is a pre-trained 

classifier. It has been trained using the ImageNet 

2012 dataset that contains about 14 million images 

and 1000 classes. In [18], the Inception V3 model 

showed 97% accuracy and the authors confirmed 

that retraining the Inception v3 image classifier 

can outperform the traditional classifiers. The 

model developed for this dataset consists of the 

Inception V3 model with flattening layer, dropout 

layer, and two dense layers with ReLU and 

softmax activation function. A dense layer is used 

to feed all outputs obtained from the previous 

neuron to the next neuron.  

 

 

 

2. Speech recognition 

For speech recognition, gender recognition by voice dataset [21] was used available online. The dataset consists of 

3,168 recorded voice samples collected from male and female speakers. Here Artificial neural network was used for 

training and testing of the dataset. Three artificial neural network layers: forward propagation, backward propagation, 

and cost function were applied. Forward propagation, to feed the input data in forwarding direction through the 

network. It is used to yield some output, and to ensure that data should not flow in the reverse direction during output 

generation. The backward propagation algorithm is to calculate the gradient of the error function w.r.t the neural 

network’s weight. The cost function is used to measure how wrong is our model in terms of its ability to find a 

relationship between X and Y. Parameters are updated gradually to feed forward the data. These weights help in 

reconciling the differences between the actual and predicted outcomes.  

  

       

3.  Natural Language Processing 

The third dataset used is a deep NLP dataset consisting of two 

.csv files [20]. One of the .csv files contained 80 user 

responses of chatbot therapy (See fig.3 representing a word 

cloud of chatbot responses) while the other CSV file 

contained 125 resumes. A neural network with a sequential 

model which is a common architecture of ConvNets was 

developed. To this sequential model Embedding layer, 

LSTM layer, Dense layer, and Dropout layer were added. 

The embedding layer turns positive integers to dense vectors 

of fixed size [14] as the data is in CSV format, it is important 

to convert them into dense vectors for obtaining better 

results. Here LSTM is used as the first hidden layer. This 

layer selectively remembers or forgets things i.e. LSTMs 

have an edge over conventional feed-forward neural 

networks. A dense layer is used to feed forward the output 

of the previous neuron to the next neuron as input. With the dense layer, the sigmoid activation function was 

been used to fire the next neuron. A sigmoid function exists between 0 to 1, it is used to predict the probability of 

our model. The dropout layer was been used to reduce overfitting, overfitting of the model means- production of 

analysis that corresponds too closely or exactly to a particular set of data. Overfitting is caused due to reading 

details or noise of training data by neurons. So, the Dropout layer was used to prevent random fluctuations 

or noise been picked from training data. ‘Rmsprop’ optimizer was used to change the attributes of the neural 

network such as weights and learning rate to reduce the losses. 

 

 

 

Figure 3 

Figure 2 
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IV. EXPERIMENTAL RESULTS 
 

1. Image Processing     

Two datasets were used: Face expression recognition dataset and intel image classification dataset, available online. 

Two different algorithms were used on these datasets. The algorithm used for the facial expression recognition dataset 

was a simple CNN model consisting of 4 convolutional layers and 2 fully connected layers. Convolution will extract 

relevant features from the input image and a fully connected layer will focus on these features. Using a softmax 

activation function to the dense layer and an Adam optimizer with learning rate(LR)=0.0001 and epochs =50, the 

obtained accuracy was 0.649 i.e. 64.9%. The confusion matrix (Fig.4) constitutes the obtained result wherein we can 

see that the model is good at predicting surprise and sad faces. But this model gets confused between happy, disgusted 

faces and fear, angry faces. For the second dataset, the Inception v3 model was used which is good at classification 

[18]. The dataset consists of natural scenes around the world. In the trained and tested model, with the InceptionV3 

layer, Flatten, Dense, and Dropout layers were used with categorical cross-entropy as loss function, Adam as optimizer 

with epochs=10 and lr=0.000003. A flattening layer is used to convert the input data into a long vector which will be 

passed further in neural networks. The accuracy obtained through this model was 0.903 i.e. 90.3% which is a pretty 

good accuracy rate. Fig.5 reveals an analysis of the obtained result. As we can see, our model stabilizes after 4 epochs 

giving an accuracy rate greater than 90%. Therefore, the InceptionV3 model shows more accuracy rate compare to the 

basic CNN model. According to the obtained results, InceptionV3 is more recommendable for image processing. 

 

 
 

 

                                                                           

2. Speech Recognition 

The dataset used for speech recognition is Gender recognition by voice 

available online. The dataset consists of 3,168 recorded voice samples of 

male and female speakers. The voice samples are pre-processed by acoustic 

analysis in R using the see wave and tuneR packages, with an analyzed 

frequency range of 0hz-280hz. This acoustic file is in CSV format. Three 

neural network layers were applied to the dataset: Forward propagation, 

backward propagation with gradient descent, and cost function. As discussed 

above, forward propagation is used to pass the input data further, Backward 

propagation is used to calculate the gradient of the error function and the cost 

function expresses the difference between the predicted value and actual 

value. Here, in fig.6 accuracy of the model is shown w.r.t the cost function 

and number of iterations. The LR given to this model is 0.001 and the 

number of iterations=5000. Accuracy found using this model is of 98.106%. Figure 6 

Figure 4 
Figure 5 
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3. Natural Language Processing 

The dataset used consists of 80 user responses to a therapy chatbot and 125 resumes queried from indeed.com [20]. In 

the chatbot dataset, if a response is not flagged then the user can continue to speak and if a response is flagged it is 

referred to help. In the resumes dataset, if a resume is not flagged then the applicant can submit a modified resume if 

flagged then the applicant is invited to interview. The sequential model was used with dense, embedding, LSTM, and 

Dropout layers, rmsprop as optimizer, binary cross-entropy as loss function, and sigmoid as the activation function. 

Fig.7 shows loss and accuracy of our model for therapy chatbot CSV files. Our model gains greater than 90% accuracy 

after 6
th

 epoch and after 8
th

 epoch our loss is less than 30%. The predicted model for this dataset gained an accuracy of 

81%. Similarly, for 125 resumes CSV files same model was built that gained an accuracy of  98.87%(fig.8) and the 

predicted model gained 70.58% of accuracy. This model is used to classify the data. 

  

                                                                                                                                       

V. CONCLUSION 
 

For image processing, we can conclude that using a simple four layers convolutional neural network model with 2 fully 

connected layers isn’t that beneficial as the accuracy rate is pretty low (64%). While using an Inception V3 layer with 

the CNN model is quite beneficial as Inception V3 is good at classification [18], gaining an accuracy rate of 90%. For 

voice recognition, an Artificial neural network (ANN) was used with forward propagation, backward propagation with 

gradient descent, and cost function which gains a good rate of accuracy i.e. 98.10% while keeping the number of 

iterations=5000. For NLP, the common architecture of ConvNet was used ‘Sequential model’ with dense, embedding, 

LSTM, and Dropout layers yielding an accuracy rate of 81% and 98.87%. 

So, we can conclude that using CNN and ANN we can build a multitasking system that can perform image 

classification and voice recognition at the same time. While natural language processing i.e. computational techniques 

for the automatic analysis and representation of human language can also be performed using CNN and LSTM layer 

which gives pretty good results. 

According to my knowledge future scope in this field can be the linking of things. For example, if we know the 

meaning of the word ‘horse’ and the meaning of the word ‘stripes’. So, we can understand, ‘A zebra is a horse with 

stripes’ but the computer cannot make such a connection [1]. Also, predicted model of NLP can be improved using 

different deep learning models.  
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Figure 7 
Figure 8 
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