
 
 

 

Volume 11, Issue 6, June 2022 

Impact Factor: 8.118 



International Journal of Innovative Research in Science, Engineering and Technology (IJIRSET) 

                               | e-ISSN: 2319-8753, p-ISSN: 2320-6710| www.ijirset.com | Impact Factor: 8.118| 

||Volume 11, Issue 6, June 2022|| 

| DOI:10.15680/IJIRSET.2022.1106095| 

IJIRSET © 2022                                                                  |     An ISO 9001:2008 Certified Journal   |                                     7549 

 

 

Precision Farming By Analyzing Soil Moisture 
and NPK Using Machine Learning 

 

Y.Vineela Devi 1, T.Akshara 2,  S.Mohitha 3, V.Venkatesh 4, N.Sri Hari 5 

U.G. Student, Department of Computer Science & Engineering, Venkatadri Institute of Technology, Nambur,  

Andhra Pradesh, India 
 1
 

U.G. Student, Department of Computer Science & Engineering, Venkatadri Institute of Technology, Nambur, 

Andhra Pradesh, India 
2
 

U.G. Student, Department of Computer Science & Engineering, Venkatadri Institute of Technology, Nambur,  

Andhra Pradesh, India 
3
 

U.G. Student, Department of Computer Science & Engineering, Venkatadri Institute of Technology, Nambur,  

Andhra Pradesh, India 
4
 

Associate Professor, Department of Computer Science & Engineering, Venkatadri Institute of Technology, Nambur, 

Andhra Pradesh, India 
5
  

ABSTRACT: Farming is one of the major sectors that influences a country’s economic growth. In India, the major 

occupation of most of the people is agriculture. Many new technologies, such as machine learning are being 

implemented into agriculture so that it is easier for farmers to grow and maximize their yield. In this project, we present 

a website in which the following applications are implemented: Crop Recommendation and Fertilizer Recommendation 

respectively. In the Crop Recommendation application, the user will collect the soil data from their side and the 

application will predict which crop should the user grow. For the fertilizer recommendation application, the user will 

input the soil data and the type of the crop they are growing, and the application will analyze the data and give 

suggestions to increase or decrease nutrients level. The Machine Learning Algorithms used in this project are Random 

Forest, Support Vector Machine, Naive Bayes. The main aim of this project is to recommend a crop which will gives us 

better yield. 
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I. INTRODUCTION 

Precision farming is a booming area. Precision agriculture is an advanced agriculture method that utilizes the 

data of soil chemistry, soil structures and types, yield of crops, weather conditions and helps the farmers to grow crops 

which will give good yields and also profitable. This helps the farmers to grow profitable crops and through this we can 

achieve sustainability. In order to overcome the crisis in agriculture field, there is a requirement of excellent crop 

recommendation applications and fertilizer recommendation applications to provide farmers a better and clear idea in 

choosing crop for their land and fertilizer for their crops. For this recommendation system we use Support Vector 

Machine Decision tree classifier and Gaussian Naive Bayes classifier to classify the crops and recommend them based 

on the soil and regional characteristics.  

II. PROPOSED WORK 

 The main aim of this project is to recommend crop which will give better yield. The crops data is collected 

from Kaggle website posted by Siddharth Sharma a year ago gathered over the period by Indian Council Of 

Agricultural Research. The selected crops are Rice, Maize, Kidneybeans, Blackgram, Lentil, Coconut, Cotton, Jute etc.  
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There are 3 steps in proposed work.  

1) Soil Classification: 

Soil will be classified based on the nutrients present in the soil like N, P, K, PH value, Soil moisture, 

Humidity, Temperature and Rainfall. The crops will be classified based on the above values. 

2) Crop Recommendation: 

    Crop Prediction can be done using crop data, nutrients and location data. These inputs are passed to Random 

Forest, Naïve Bayes and Support Vector Machine algorithms. These algorithms will predict the crop based on 

the analysis of the data. 

3) Fertilizer Recommendation: 

    Fertilizer will be recommended by analyzing the soil nutrients and it will take NPK values and Crop as 

input and the system will recommend the level of nutrients needed for the crop. 

III. DESIGN AND METHODOLOGY 

 The main ideology of the research revolves around the concept of identifying the most suitable crop to be 
grown with the help of a machine learning model. Thus, the results can prove to be exceedingly beneficial for the 
agriculture farmers. The data collected for this project contain 2200 records in which 22 different crops present. We have 
applied machine learning algorithms on the dataset. The dataset is used to train the model according to the actual values 
and then test the model for its accuracy. Presently our farmers are not using technology and analysis, so theremay be a 
chance of wrong selection of crops for cultivation which will reduce their incomen. Our research aims to take into 
consideration the ground reality reflecting the actual requirements instead of assuming any of the factors. Since we are 
mainly cateringto uneducated farmers, we have made it more and more visual and easier to operate. This process is 
laying the foundation for further evaluation through addition of secondary factors having an impact on deciding the crop 
to be grown on a particular field in a particular place. 

3.1 Research Approach  
 

To work on datasets we used scikit-learn library. The model is trained in such a way that it learns from the 

data given to it and applies the same trends and knowledge to give optimum results for any given input. The model is 

then implemented after testing to give a visual look and clarity in accessing the machine learning results from the front-

end. 

 

 The following table shows the importance of features in the descending order. Rainfall has most importance 

and ph value has least importance. 

 

 
Figure 1: Feature importance 

3.2 Method Approach  

 The dataset is loaded in the ML model. Then after splitting of data into training and testing sets, it is trained and 
tested using three different algorithms. The algorithm which is recommending the crop accurately will be selected. This 
model now performs its action by taking in different factors as input and returning the optimal crop yield. 
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3.3 Kaggle  

  Kaggle is a platform which contains datasets published by authorized people. Apart from this, it also allows the 
users to build models in an environment that is generally web-based and data-science oriented. Basically, itis a 
community for machine learning and data science enthusiasts to get datato work and a platform to display their work. It 
also hosts competitions where people can compete and hone their ML skills and also get some useful research ideas. We 
have taken our dataset from Kaggle which we have used to train our model. 

 

 

 

3.4 Machine Learning 

 We have used machine learning to make our model capable of suggesting the optimum crop which can be sown by a 
farmer according to various input factors. Machine learning is a method of analyzing data to automate the building of an 
analytical model. It is in fact a branch of AI as it is based on the concept of systems learning from data and identifying 
some patterns to make decisions without much human intercession. 

 

IV. ALGORITHMS 

4.1 Support Vector Machines (SVM) 

 Support Vector Machines or SVM consists of a group of algorithms that analyze data for regression and 
classification. It represents different classes in a single plane iteratively to minimize the error and is also memory 
efficient. 

 It is one of the best algorithms for classification and regression applications. But in case of noisy datasets and large 
datasets, its performance dips because of chances of overlapping of classes. 
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Advantages 

 1) SVM calculation has a regularization parameter, which stays away from over-fitting.  

 2)SVM algorithm is memory efficient works effectively in high dimensional spaces. 

Accuracy For SVM 

 Accuracy is the number of correctly predicted data points out of all data points. 

 

 

Support Vector model accuracy (in %): 98.4090909090909 

 
4.2 Random Forest Classifier 

 Random forest algorithm is a supervised machine learning algorithm. It will solve classification problems. It contains 
a number of decision trees for different subsets of the data instead of working on the whole data as a single subset. This 
improves the accuracy of prediction of the model by several folds as it takes the average of predictions of all the trees 
and decides the final output on the basis of majority votes of the predictions. This makes it suitable even for the large and 
varied datasets as it can deliver results with high accuracy in very less amount of time. 

Advantages 

1) The random forest algorithm will split the data into multiple trees and each tree will be trained on subset of data.  

2) Random Forest algorithm is stable if a new data point is introduced in the dataset the overall algorithm is not 
affected. 

Accuracy For Random Forest 

Random Forest model accuracy (in %): 99.0909090909091 

 
4.3 Naive Bayes Classifier 

 Naive Bayes classifier is used for classification problems and it is a probabilistic algorithm . It works based on Bayes 
theorem. It assumes that a particular feature is independent of the value of any other feature, given the class variable. The 
learners are used to predict the class labels. For uncertain data Hierarchical Naïve Bayes Classifier is used. To work with 
Naïve Bayes we have to split the dataset into two parts Feature Matrix and Response Matrix. 

Advantages 

1) It is simple and easy to implement. 

2) It doesn’t require as much training data. 

3) It handles both continuous and discrete data. 

Accuracy For Naïve Bayes 

Naïve Bayes model accuracy (in %): 99.43181818181817 
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Confusion Matrix For Naïve Bayes 
 

 
4.4 Scikit-Learn 

 Scikit-learn is an ML library for python. It has various algorithms for classification and regression like logistic 
regression, random forest classifiers and support vector machines. We can operate it along with other python libraries 
like NumPy and pandas. Scikit-learn is one of the best libraries especially for supervised learning which involves 
training the model by loading a sample dataset which it can observe and structure its learning accordingly. It also gives 
us the provision to use train_test_split for making training and testing datasets. 

 

4.5train_test_split Library 

 We import train_test_split from scikit-learn to split our dataset into two different sets according to our needs- one for 
training the model and the other for testing the working and accuracy of the trained model so that we can choose the best 
possible algorithm. We apply different supervised learning algorithms on the training data and obtain results on testing 
data for all the applied algorithms. Then the best performing algorithm is selected for the model. 

 

 

    Figure 4. Explorative Analysis On Dataset 

 

4.6 Working Algorithm Applied 

 The Jupyter Notebook is a tool used to develop data science projects. We started off with importing the required 
libraries that were pandas, matplotlib, seaborn and sklearn, which we felt were essential for carrying out proper analysis 
of the givendataset. The data is stored in a csv file. We then plotted a heatmap to check the correlation between all the 
factors.  

http://www.ijirset.com/


International Journal of Innovative Research in Science, Engineering and Technology (IJIRSET) 

                               | e-ISSN: 2319-8753, p-ISSN: 2320-6710| www.ijirset.com | Impact Factor: 8.118| 

||Volume 11, Issue 6, June 2022|| 

| DOI:10.15680/IJIRSET.2022.1106095| 

IJIRSET © 2022                                                                  |     An ISO 9001:2008 Certified Journal   |                                     7554 

 

 

 Data splitting contains two parts: split part and train part. We then trained the model with linear regression and 
verified the accuracy with the testing data. The same was done for SVM and Random Forest Regressor also. The model 
with the best results, i.e., the Naïve Bayes Calssifierwith 99.4% accuracy was selected to make the prediction model.The 
application predicts the crops accurately.  

V. RESULTS AND DISCUSSION 
 

We have used a sample data set from Kaggle, which consisted of various factors needed for the proper 

growing of a crop.  

 

 
Figure 5. Fertilizer Recommendation 

 
The output will be like this 

 

   

We have taken into consideration these factors which will be taken as an input from the farmer/authority that will be 

deciding which crop to sow. A detailed analysis has been carried out on these factors and various inferences were 

generated from the results that we then took into consideration while predicting the optimum crop. 
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Figure 6. Unique Crops Labeled by Algorithm 

 

The dataset has been analyzed and compared by using different diagrams like bar charts, histogram and pie chart 

etc. The attributes taken into consideration are the ratio of nitrogen in soil, ratio of phosphorous in soil, ratio of 

potassium in soil, temperature, humidity, pH of soil and the amount of rainfall. This covers varied factors which affect 

the growth of crops and are the deciding factors in which crop to be chosen to sow. 

 

The model then shows the label as output which is the recommended crop. After applying three different 

algorithms- logistic regression, SVM and Random Forest Classifier, we found out that Random Forest Classifier gave 

the best results and so the model has been made using the same. 

 

 
 

Figure 7. Crop Recommendation 
 
The Output will be like this 

 

 

 

VI. FUTURE ENHANCEMENT 
 

The project is very useful for farmers in present and future. The technologies will be upgraded and we can 

change the data as per our requirements. As we know that we are moving towards technological world, agricultural 

sector also moving towards new technologies. This project is developed as a web application and we can access this 

through phones, laptops and desktop. We can also use IOT tools to monitor crops. This will help the future farmers to 

grow crops which will give better yield. 
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VII. CONCLUSION 

 

 India’s economic growth mainly focuses on agriculture. By using Machine Learning Algorithms we are 

predicting the crop which will help the farmers to get more profit.Thus the farmer’s can plant the right crop which 

increases their yield and also increases the overall productivity of the nation. In future we want to improve the data set 

and also predict the crop  yield. 
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