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ABSTRACT: Education is very important issue regarding development of a country. The main objective of 
educational institution is to provide high quality education to its student. One way to accomplish this is by predicting 
student's academic performance and thereby taking early steps to improve student's academic performance and thereby 
taking early steps to improve student's performance and teaching quality. This system aims to predict student's mark 
using linear regression. The idea behind this analysis is to predict the mark of student by their studying hour. Analyzing 
and prediction of academic performance is important for any education institutions. Predicting student performance can 
help teachers to take steps in developing strategy for improving performance at early stages. With the advancement of 
machine learning supervised and unsupervised techniques developing these kinds of applications are helping teachers 
to analyze students in better way compare to existing methods. In this student marks prediction using Linear regression 
project students’ academic performance is prediction considering input as previous students marks and predict next 
subject marks and accuracy of the model is calculated. 
  

I. INTRODUCTION 
 

 In this project, the data collected from an students while they are studying for their exam that is how much hour a 
student can study based on which the student mark is predicted. This overview of the data collected helps in 
determining How much hour need to do the study to get 99% mark and if a student study x() hours per day so how 
much mark he will get through these points and the school or college can determine the performance of the student. 
Data collected includes student study hours and student mark, which will help the prediction process. There are two 
columns in the dataset which includes numerical columns. Different machine learning methods are used to analyze the 
dataset and to predict the output. This is a time saving process for banks. After performing the evaluation with the three 
different machine learning models, the model with more accuracy is considered for further prediction 
 

II. OBJECTIVES 
 
Machine learning based data mining techniques are used to automate process of student performance prediction using 
linear regression technique. Education is very important issue regarding development of a country. The main objective 
of educational institutions is to provide high quality education to its students. One way to accomplish this is by 
predicting student's academic performance and thereby taking early steps to improve student's performance and 
teaching quality. Students marks of other subjects are taken as input for evaluation students’ performance. Data set is 
pre-processed and features and labels are extracted from dataset then dataset is split in to test and train sets then linear 
regression is applied to dataset for prediction. 
 

III. LIBRARIES USED 
 
Pandas ,Numpy ,Matplotlib.pyplot and sklearn are the major libraries used in the project. Pandas is mainly used for 
data analysis. Pandas allows importing data from various file formats such as comma-separated values, JSON, SQL, 
Microsoft Excel. Pandas allows various data manipulation operations such as merging, reshaping, selecting, as well as 
data cleaning, and data wrangling features. Numpy is a library for the Python programming language, adding support 
for large, multi-dimensional arrays and matrices, along with a large collection of high-level mathematical functions to 
operate on these arrays. Moreover Numpy forms the foundation of the Machine Learning stack. Matplotlib is a plotting 
library for the Python programming language and its numerical mathematics extension NumPy. Scikit-learn is a free 
machine learning library for Python. It  features various algorithms like support vector machine, random forests, and k-
neighbours, and it also supports Python numerical and scientific libraries like NumPy and SciPy. 



 

       | DOI:10.15680/IJIRSET.2024.1305231 | 
 

IJIRSET©2024                                                     |     An ISO 9001:2008 Certified Journal   |                                                     7989 

Models Used: 
 
Spliting The Data Into Training And Testing 
 
Train/Test is a method to measure the accuracy of your model. It is called Train/Test because you split the the data set 
into two sets: a training set and a testing set. ... You test the model using the testing set. Train the model means create 
the model. By using similar data for training and testing, you can minimize the effects of data discrepancies and better 
understand the characteristics of the model. After a model has been processed by using the training set, you test the 
model by making predictions against the test set.  
We have a class called train_test_split which we import sklearn model selection which is used for testing our machine 
learning module.In this class we have to give to two variable called the independent variable and independent 
variable.In our project the student hour is the independent variable and student mark is the dependent variable which 
are X,y respectively.Here we are giving test size equal to 0.2 which means we are giving 20 % of our data for 
testing.The train_test_split gives us 4 dataframe called x_train, x_test,y_train and y_train 
 
Selecting a model and training it(LINEAR REGRESSION) 
 
LINEAR REGRESSION is one of the easiest and most popular Machine Learning algorithms. It is a statistical method 
that is used for predictive analysis. Linear regression makes predictions for continuous/real or numeric variables such 
as sales, salary, age, product price, etc. 
 
Linear regression algorithm shows a linear relationship between a dependent (y) and one or more independent (y) 
variables, hence called as linear regression. Since linear regression shows the linear relationship, which means it finds 
how the value of the dependent variable is changing according to the value of the independent variable. The linear 
regression model provides a sloped straight line representing the relationship between the variables 
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IV. METHODOLOGY 
 

 
 
Initially the client/student visits the web application where the home page of the website is displayed which contains 
navigation buttons to various other pages that includes ‘about us’, ‘contact us’, ‘student  login’ and ‘admin login’. If the 
client is a teacher, then they can navigate to the admin login page and enter the admin credentials. 
   
Once the login button is clicked it takes the client to the admin dashboard wherein the client i.e., the teacher can enter 
student details into the database and can also edit the details of the students whose data is already registered in the 
database. If the client who visited the website is a student, then they can navigate to the student login page and enter the 
credentials given to that particular student. After the student is login with the credentials, a page containing the 
student’s details (USN of the student, percentage scored by the student in all the seven semesters) is displayed. When 
the student clicks on the predict button present in the page, the particular student’s form details are sent to the trained 
machine learning model trough an API. Trained machine learning model is created by first collecting the data from K S 
School of engineering and management. 
 
 All the small data is combined into a large dataset called the integrated dataset. This dataset is pre-processed by 
removing the errors and noises which can make the model less effective. Also, the missing data is handled by 
computing mean method and the outliers are handled by using inter quartile method based on the distribution of the 
columns. This pre-processed dataset is divided in a ratio of 80:20 where 80 percentage of the dataset is separated for 
training and 20 percent of the dataset is assigned for testing the model. The model is implemented support vector 
machine, random forest, decision tree, and K-Nearest Neighbor (KNN) algorithms. The model is trained using the 
training dataset. The model that is trained on various algorithms is tested using the testing dataset. The accuracy 
obtained from different machine learning algorithms is noted and the best algorithm amongst them which gives high 
accuracy and less error rate is selected as a final model. The final machine learning model takes the details of the 
student from the form as an input and predicts the grade that particular student is likely to score in the eighth semester. 
The grade predicted by the machine learning model is sent back to API and in return these predicted grades is sent to 
the website. Finally, these predicted grades are displayed on the website for the student. 
 
Data Analysis 
Structure Of Dataset 
There are two different columns including the target variable. These include 
Numerical data 
Numerical_columns =[ ` study_hours `, ` student_marks `] 
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Loading the dataset 
In the second step we are loading the dataset. I have taken a csv file and we are loading it with the help of pandas which 
helps us to read the csv files, then I have given the path path of the csv file andassigned it a variable called df. 
 
Data Visualisation 
In the third step we want to visualize our data. We use seaborn and matplotlib.pyplot libraries to visualize and thereby 
analyze the dataset. Here are the visualizations of the data in the dataset. 
 
Prepare the data for Machine Learning algorithms 
First step in preparing the data for machine learning is data cleaning .In our dataset there can be some point where we 
can find null values. When we are training our machine learning model we always have to give clean data. 
 
Splitting the data 
Here we are taking to variables X and y. We know that X variable is for the student hour and y is for the student mark 
so in the above diagram we are dropping student mark from from the X variable and giving axis is equal to column so 
X equal to student hour similarly for the y variable will be equal to the student mark. Finally after executing we get the 
shape of X and y 
 
Test Results 
 
Accuracy check 
We are using a method called lr.score for which we will check for x_test and y_test. Based on this accuracy how our 
machine learning model predicted the line we have to use the below 
 
Command 
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The dots in the the graph on the red line and our model has predicted 95 % accuracy 
 
Saving our model 
For saving our model we use a library called joblib, with the help of dumb method we can save the linear regression 
model and also give a aname for the model as student mark prediction.pkl Now we have to impoet the model for which 
we use joblib.load() and assign it to a variable and then predict the mode  
 

 
 
Final result student mark prediction 
If studying hour =10 
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If studying hour =2 
 

 
 

V. CONCLUSION AND FURTHER SCOPE 
 
Linear Regression is a machine learning algorithm based on supervised learning. It performs a regression task. 
Regression models a target prediction value based on independent variables. It is mostly used for finding out the 
relationship between variables and forecasting. Different regression models differ based on – the kind of relationship 
between dependent and independent variables, they are considering and the number of independent variables being 
used. In this analysis, we did extensive analysis of input data and were able to achieve Test Accuracy of 95 % . From a 
proper analysis of the positive points and obstacles in the sections, it can be safely concluded that the linear regression 
is the mostly efficient. This prediction method works well and integrates with all type of student mark prediction 
process. Before final marks of all subjects are evaluated prediction can be performed. This section can be easily 
connected to many other programs. Soon this prediction module can soon be integrated with the automatic processing 
program module. 
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