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ABSTRACT: Object detection methods aim to identify all target objects in the target image and determine the 

categories and position information in order to achieve machine vision understanding. Numerous approaches have been 

proposed to solve this problem, mainly inspired by methods of computer vision and deep learning. However, existing 

approaches always perform poorly for the detection of small, dense objects, and even fail to detect objects with random 

geometric transformations. In this study, we compare and analyse mainstream object detection algorithms and propose 

a multi-scaled deformable convolutional object detection network to deal with the challenges faced by current methods.  

 

Our analysis demonstrates a strong performance on par, or even better, than state of the art methods. We use deep 

convolutional networks to obtain multi-scaled features, and add deformable convolutional structures to overcome 

geometric transformations. We then fuse the multi-scaled features by up sampling, in order to implement the final 

object recognition and region regress. Experiments prove that our suggested framework improves the accuracy of 

detecting small target objects with geometric deformation, showing significant improvements in the trade-of between 

accuracy and speed. 
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I.  INTRODUCTION 

 
The main purpose of object detection is to identify and locate one or more effective targets from still image or video 

data. It comprehensively includes a variety of important techniques, such as image processing, pattern recognition, 

artificial intelligence and machine learning. It has broad application prospects in such areas such as road traffic accident 

prevention, warnings of dangerous goods in factories, military restricted area monitoring and advanced human–
computer interaction. Since the application scenarios of multi-target detection in the real world are usually complex and 

variable, balancing the relationship between accuracy and computing costs is a difficult task.  
 

The object detection process is traditionally established by manually extracting feature models, where the common 

features are represented by HOG (histogram of oriented gradient), SIFT (scale-invariant feature transform), Haar (Haar-

like features) and other classic algorithms based on grayscale. Following feature extraction, the SVM (support vector 

machine) or Adaboost algorithms are used for classification in order to obtain target information. These traditional 

extracting feature models are only able to determine low-level feature information, such as contour information and 

texture information, and have limitations in detecting multiple targets under complex scenes due to their poor 

generalization performance. However, object detection models, such as the R-CNN (region-based convolutional neural 

networks) series and the YOLO (you only look once) or SSD (single shot multiBox detection) models based on the 

deep learning CNN (convolutional neural network) features are more well-known.  

 

Deep learning CNN models not only extract the detail texture features from pre-level convolution networks, but are 

also able to obtain higher-level information from the post-level convolution layer. Following the traditional CNN 

process, the R-CNN series uses an enumeration method to presuppose the target candidate region in the feature map, 

gradually fine-tuning the position information and optimizing the object position for classification and recognition. In 

contrast, other object detection models will simultaneously predict the bounding  

 

box and classification directly in the feature map by applying different convolution sets. the R-CNN model has two 

operation stages (candidate region proposal and further detection) that allow for higher detection accuracy, while SSD 

and YOLO are able to directly detect the classification and position information, improving the detection speed. We 

propose a novel multi-scaled deformable convolution network model to deal with the trade-of between accuracy and 
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speed in object detection. The multi-scaled deformable convolutional neural network uses a new convolution method 

that has two offsets for image feature generation that are more sensitive to object deformation information. 

Additionally, the ability to detect objects that have geometrical deformations is improved. Secondly, feature fusion 

operations are performed on the multiple scale feature maps in the final detection. The image information of different 

scaled feature maps is simultaneously used to predict the classification and position information. Tis modification 

ensures the detection speed, enhances the target information of small objects, and also improves the accuracy of object 

detection. 

 

 The key contributions of our work are as follows:  

1. The novel deformable convolution structure replaces the ordinary normal convolution operation for object detection. 

It effectively lets the CNN improve the generalization ability of extracting image features under different geometric 

deformations. Also, the new network automatically trains the offset of the convolution without wasting a large amount 

of computation time and cache space. Tus, significant performance gains on computer vision tasks, such as object 

detection and semantic segmentation, are observed.  

2. An up-sample is applied to the feature pyramid to merge the multi-scaled feature information. Tis increases the 

accuracy of small target object detection by avoiding the loss of information of small target objects after multiple 

convolution and pooling operations. It also provides an important scheme for the detection of dense objects with 

overlapping occlusion in complex scenes. 

 
 KEYWORDS 
 
The main keywords are:  Object detection, Deformable convolution, Computer vision 

 

OBJECT DETECTION 

 Object detection is merely to recognize the object with bounding box in the image, where in image classification, 

we can simply categorize(classify) that is an object in the image or not in terms of the likelihood (Probability). 

 Object detection is considered one of the noteworthy areas in the deep learning and Computer vision. Object 
detection has been determined the numerous applications in computer vision such as object tracking, retrieval, 
video surveillance, image captioning, Image segmentation, Medical Imagine and several greater number other 

applications as well.  

 

DEFORMABLE CONVOLUTION 

 Deformable convolution introduces the mechanism of deformable module, which has learn-able shape to adapt to 

the changes of features. Conventionally, the shapes of kernels and samples in convolution, defined by the sampling 

matrix, is fixed from the start. 
 
COMPUTER VISION 

 Computer Vision (CV) is a field of Artificial Intelligence (AI) that deals with computational methods to help 

computers understand and interpret the content of digital images and videos. Hence, computer vision aims to make 

computers see and understand visual data input from cameras or sensors. 
 
YOLO 

 YOLO is an algorithm that uses neural networks to provide real-time object detection. This algorithm is popular 

because of its speed and accuracy. It has been used in various applications to detect traffic signals, people, parking 

meters, and animals. 
 

II. METHODOLOGIES 
 
ALGORITHM 
YOLO algorithm is used here. 

 YOLO means You Only Look Once. 

 YOLO algorithm works using the following three techniques: 

               1. Residual blocks 

               2. Bounding box regression 

               3. Intersection Over Union (IOU) 
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1. Residual blocks 

First, the image is divided into various grids. Each grid has a dimension of S x S. The following image shows how an 

input image is divided into grids. 

 

 
                                                  

Residual Blocks 
 

2. Bounding box regression 

 A bounding box is an outline that highlights an object in an image. 

 Every bounding box in the image consists of the following attributes: 

                               Width (bw) 

                               Height (bh) 

 Bounding box center (bx,by) 

 The following image shows an example of a bounding box. The bounding box has been represented by a yellow 

outline. 

 
                                    

Bounding Box Regression 
3. Intersection over union (IOU) 

 Intersection over union (IOU) is a phenomenon in object detection that describes how boxes overlap.  

 YOLO uses IOU to provide an output box that surrounds the objects perfectly. 

 Each grid cell is responsible for predicting the bounding boxes and their confidence scores.  
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 The IOU is equal to 1 if the predicted bounding box is the same as the real box. This mechanism eliminates 

bounding boxes that are not equal to the real box. The following image provides a simple example of how IOU 

works. 

 

 
                                               

Intersection over union (IOU) 
 

 Combination of the three techniques: 

The following image shows how the three techniques are applied to produce the final detection results. 

                                                                  

 
 

Our image object detector adopts YOLO’s backbone network and adds the new trick in convolution operation and 

feature information fusion. The overall framework is shown as Fig. 1. The first backbone network is the Darknet53 

network. As a new network for performing feature extraction, it is a hybrid approach combining the network used in 

YOLO v2, Darknet-19, and the newer residual network tactics. The network, which is larger, uses successive 3×3 and 

1×1 convolutional layers, with shortcut connections. In addition, we add three deformable convolution layers before the 

convolutional layers  
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FIGURE 1 
 

Architecture of the multi-scaled deformable convolutional neural network framework. The framework mainly consists 

of two components. (1) The backbone network based on Darknet53, which includes residual structures and deformable 

convolution. (2) The object detection network, based on multi-scaled detection and feature fusion. 
 
A common convolution operation performs sampling in the input feature map X with a regular grid R, and sums the 

sample values under the weights, w. The grid R defines the size and expansion of the receptive field. For example, a 

3 × 3 convolution kernel with an expansion size of 1 can be defined as follows: 

                           

                                         R = {(-1, -1), (-1,0) …. (0,1), (1,1)},                            (1) 
 

For every output y(Po), the sampling must be performed with nine positions from X. These nine positions are in the 

shape of a grid diffused around a centre position X(Po). The coordinates (− 1, − 1) represent the upper left corner 

of X(Po), while (1,1) represent the lower right corner, with the remaining follow the same representation. Under 

traditional convolution, for each position Po on the output feature map Y, we output the feature map formula Y as: 

                                 
                                          Y(Po)= Σw(Pn).X(P0+Pn)                                 (2) 

 
Under the deformation convolution, for each output y(Po), nine positions are sampled from X, in the shape of the grid 

that is diffused around centre position X(Po). Subsequently, a new parameter is added. The parameter ΔPn allows the 

points of sampling to be diffused into an irregular shape as follows: 

                           

                                        Y(P0) =Σw(Pn)X(P0 + Pn + Δpn)                                (3) 

 

The new sampling is located at an irregular position with offset Pn+ ΔPn. The offset ΔPn is usually a decimal, while 

the X(Po) on the feature map is always a whole number. Formula (3) can be realized by bilinear interpolation: 

 

                                          X(P) = ΣG(q,p).X(q)                                                   (4) 

https://hcis-journal.springeropen.com/articles/10.1186/s13673-020-00219-9#Equ3
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where P represents an arbitrary (decimal) position (P = Po+ Pn+ ΔPn in Eq. (2)),  

 q enumerates all global spatial positions in the feature map X, and G is a bilinear interpolated kernel.  

 

III. RESULTS 
 

 
 

 If we pass an image as an input, then we will get the input as shown in above figure. 

 We will get the output image with the objects identified in it. 

 In the above figure, we can able to see that the objects are detected and are named with the corresponding object.  

 
IV. CONCLUSION AND FUTURE SCOPE 

 
Based on the trick of deformable convolutional networks, this study proposes a new multi-scaled deformable 

convolutional object detection network structure. Tis network uses a deformable convolution structure instead of an 

ordinary convolution operation in order to increase the learning ability of the model with respect to object geometric 

deformation, as well as increasing the accuracy of object detection. This study also uses multi-scaled feature maps that 

combine low-level features by up-sampling to extract target object position information. Tis increases the ability of the 

model to detect small target objects and dense objects, and also greatly makes up for the defect in missing detections, 

which is always present in other object detection models.  

    

This object detection is used at 

 Autonomous driving: YOLO algorithm can be used in autonomous cars to detect objects around cars such as 

vehicles, people, and parking signals. Object detection in autonomous cars is done to avoid collision since no 

human driver is controlling the car. 

 Wildlife: This algorithm is used to detect various types of animals in forests. This type of detection is used by 

wildlife rangers and journalists to identify animals in videos (both recorded and real-time) and images. Some of the 

animals that can be detected include giraffes, elephants, and bears. 

 Security: YOLO can also be used in security systems to enforce security in an area. Let’s assume that people have 

been restricted from passing through a certain area for security reasons. If someone passes through the restricted 

area, the YOLO algorithm will detect him/her, which will require the security personnel to take further action.

https://hcis-journal.springeropen.com/articles/10.1186/s13673-020-00219-9#Equ2
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