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Abstract---Intrinsic images aim is separating an 
image into its reflectance and illumination 
components to facilitate further analysis or 
manipulation. This paper presents the system that is 
able to estimate shading and reflectance intrinsic 
images from a single real image, given the direction of 
the dominant illumination of the scene. Although 
some properties of real-world scenes are not modeled 
directly, such as occlusion edges, the system produces 
satisfying image decompositions. The basic strategy of 
our system is to gather local evidence from color and 
intensity patterns in the image. This evidence is then 
propagated to other areas of the image. The most 
computationally intense steps for recovering the 
shading and reflectance images are computing the 
local evidence, and running the Generalized Belief 
Propagation algorithm. One of the primary 
limitations of this work was the use of synthetic 
training data. This limited both the performance of 
the system and the range of algorithm pseudo inverse 
process is available for designing the classifiers. Then 
introduce an optimization method to estimate sun 
visibility over the point cloud. This algorithm 
compensates for the lack of accurate geometry and 
allows the extraction of precise shadows in the final 
image. Finally propagate the information computed 
over the sparse point cloud to every pixel in the 
photograph using image-guided propagation. Our 
propagation not only separates reflectance from 
illumination, but also decomposes the illumination 
into a sun, sky, and indirect layer they expect that 
performance would be improved by training from a 
set of intrinsic images gathered from real data.  
 

Index Terms— Intrinsic images,, belief propagation, 
mean-shift algorithm. 
 

I. INTRODUCTION 

Intrinsic images are usually referred to the separation of 
illumination (shading) and reflectance components from 
an input photograph. The main difficulty in such 
manipulations resides in the fact that a pixel color 
aggregates the effect of both material and lighting, so 
that standard color manipulations are likely to affect both 
components for presenting the scene properties, 
including the illumination of the scene and the 
reflectance of the surfaces of the scene. Intrinsic images 
can be recovered either from a single image or from 
image sequences.  
The particular case of separating a single image into 
illumination and reflectance components.                  It is 
well known intrinsic images are multiview stereo to 
automatically reconstruct a 3D point cloud of the scene. 
As will be reviewed in the related work section, the 
unsuitable assumptions and restrictions in intrinsic image 
algorithms make them insufficient to produce high-
quality illumination and reflectance components.  
The outdoor scenes and separate photographs into a 
material layer (also called reflectance) and several 
illumination layers that describe the contributions of 
image. Inverse global illumination methods, also 
estimate the material properties of a scene but require 
very accurate geometric models, either built by hand or 
acquired with complex laser scanners. Color is usually 
employed as a key cue for identifying Shading gradients, 
such as the approaches.  Proposed an algorithm for 
recovering intrinsic images from a single photograph. 
Their approach `was based on a trained classifier, which 
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classified the image derivatives as being caused by either 
illumination or reflectance changes. Then, the 
illumination and reflectance images were calculated 
according to the classified derivatives. It is still an open 
challenge on how to recover the high-quality intrinsic 
images when only a photograph is available. Due to its 
inherent ill posedness, the automatic decomposition of 
intrinsic images on a single image cannot be solved 
correctly without additional prior knowledge on 
reflectance or illumination. 
 

A. CONTRIBUTIONS 
 

In summary, this paper makes the following 
contributions: 
 Present a novel automatic intrinsic image recovery 

algorithm using optimization, which focuses on the 
local continuity assumption in reflectance values to 
define the new energy function. 

 Introduce an algorithm to reliably identify points in 
shadow based on a new parameterization of the 
reflectance. Our algorithm compensates for the lack 
of accurately reconstructed and complete 3D 
information. 

 An efficient intrinsic image decomposition approach 
is proposed by adding three types of user scribbles 
to the energy function, which improves the 
performance of the results by the automatic 
algorithm. 

An overview of previous intrinsic image recovery 
approaches. Definition of our image formation model 
and a description of capture, the structure of our paper 
follow our three on attributions. 
 

II. RELATED WORK 
A. INTRINSIC IMAGES 

Several methods have been proposed to estimate 
reflectance and illumination from a single image. This 
decomposition is severely ill posed and can only be 
solved with additional knowledge or assumptions about 
the scene content. Assume that neighboring pixels with 
similar chromaticity have the same reflectance and that 
the image is composed of a small set of reflectance’s. 
These various approaches produce encouraging 
decompositions on isolated objects, as evaluated by the 
ground-truth data set. However, the automatic 
decomposition of complex outdoor images remains an 

open challenge, in part because most existing methods 
assume monochrome lighting while outdoor scenes are 
often lit by a mixture of colored sun and sky light. 

B. INVERSE RENDERING 
Inverse rendering methods recover the 

reflectance and illumination of a scene by inverting the 
rendering equation. These methods require an accurate 
3D model of the scene that is either modeled manually or 
acquired with expensive laser scanners and then solve an 
often costly global illumination system. Inverse 
rendering methods allow applications that are beyond the 
scope of this paper, such as free view point navigation 
and dynamic relighting. 

C. IMAGE-BASED PROPAGATION 
Image-guided interpolation methods have been 

introduced by Levin and Lischinski to propagate colors. 
In this paper, use the propagation algorithm to propagate 
user indications for intrinsic image decompositions. This 
algorithm is inspired by the matting Laplacian that has 
been used to decompose an image into a foreground and 
background layer, and to recover white balanced images 
under mixed lighting.  

D. SHADOW REMOVAL 
Our work is also related to shadow removal 

methods that aim at removing cast shadows in an Image, 
either automatically or with user assistance. While our 
method is also able to identify cast shadows, our main 
goal is to extract a reflectance image as well as smooth 
illumination variations. Separate the contribution of sun, 
sky, and indirect illumination, which enables novel 
image manipulations. 

III. EXISTING SYSTEM 
A typical usage scenario would be to take a photograph 
and manipulate its content after the capture, e.g., to 
change the color of an object, softens the shadows, or 
add in virtual objects. In this paper, we present a method 
to achieve this just by taking a few extra photographs, 
which represents a minimal additional cost. It  focus on 
outdoor scenes and separate photographs into a material 
layer (also called reflectance) and several illumination 
layers that describe the contributions of sun, sky, and 
indirect lighting. This intrinsic images decomposition 
allows easy editing of each component separately, and 
subsequent compositing with consistent lighting. 
Applications of our decomposition our method combines 
sparse geometric reconstruction with image-guided 
propagation thus leveraging their respective strengths. 
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Exploit the automatically reconstructed 3D information 
to compute lighting information for a subset of pixels, 
and use image-guided propagation to decompose the 
photographs into intrinsic images. While our method 
requires users to capture additional images, it alleviates 
the need for user intervention apart from some initial 
calibration. 

A. DISADVANTAGES 

 This lightweight capture, use recent computer 
vision algorithms to reconstruct a sparse 3D 
point cloud of the scene. 

 The point cloud only provides an imprecise and 
incomplete representation of the scene. 
However, show that this is sufficient to compute 
plausible sky and indirect illumination at each 
reconstructed 3D point. 

 
IV. PROPOSED SYSTEM 

The decompose similar image sequences of 
outdoor scenes into a shadow mask and images 
illuminated only by skylight or sunlight. The image 
capturing an environment map at multiple times of the 
day. The image estimates the reflectance field of an 
outdoor scene that can then be used for relighting. These 
methods assume a fixed viewpoint and varying 
illumination while this method relies on images captured 
under different viewpoints and fixed illumination.  

The main advantage of capture approach is to 
reduce the acquisition time to a few minutes while time 
lapses typically require at least several hours of capture 
to cover as many lighting directions as possible. Most 
related to capture strategy is the system.  That relights 
buildings reconstructed from multiple photographs. The 
most computationally intense steps for recovering the 
shading and reflectance images are computing the local 
evidence, and running the Generalized Belief 
Propagation algorithm.  

Then introduce a pseudo inverse process took 
under 5 seconds. One of the primary limitations of this 
work was the use of synthetic training data. This limited 
both the performance of the system and the range of 
algorithms available for designing the classifiers. We 
then introduce an optimization method to estimate sun 
visibility over the point cloud. This algorithm 
compensates for the lack of accurate geometry and 

allows the extraction of precise shadows in the final 
image. Finally propagate the information computed over 
the sparse point cloud to every pixel in the photograph 
using image-guided propagation. Our propagation not 
only separates reflectance from illumination, but also 
decomposes the illumination into a sun, sky, and indirect 
layer.  

It expects that performance would be improved 
by training from a set of intrinsic images gathered from 
real data. present a method to achieve this just by taking 
a few extra photographs, which represents a minimal 
additional cost. The main aim is to be focused by outdoor 
scenes and separate photographs into a material layer 
(also called reflectance) and several illumination layers 
that describe the contributions of sun, sky, and indirect 
lighting (Figs. 1e, 1f, 1g, and 1h). This intrinsic images 
decomposition allows easy editing of each component 
separately, and subsequent compositing with consistent 
lighting.  Illustrate applications of our decomposition in 
Fig. 1. First alter the floor material with a graffiti while 
maintaining consistent shadows (Fig. 1b); we then add a 
virtual object in the scene with consistent lighting (Fig. 
1c); and finally change the lighting color and blur the 
shadows to simulate sunset      (Fig. 1d). 
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Fig. 1. Starting from multiple views of the scene (a), photographs into four intrinsic components—the reflectance (e), the 
illumination due to sun (f), the illumination due to sky (g) and the indirect illumination (h). Each intrinsic component can 
then be manipulated independently for advanced image editing applications (b-d). 
 
A. ADVANTAGE 
 Their method necessitates the additional acquisition 

of flash/no-flash image pairs to capture a material 
exemplar for every material of a building. Users 
then need to associate a material exemplar to each 
texture region of the reconstructed building. 

 The estimate indirect illumination at every pixel 
without the need to solve inverse global 
illumination. Nonetheless, inverse rendering 
methods allow applications that are beyond the 
scope of this paper, such as free viewpoint 
navigation and dynamic relighting. 

 Decompose an image into a foreground and 
background layer, and to recover white balanced 
images under mixed lighting. 
 

V. CONCLUSION 
Presented a method to estimate rich intrinsic images 

for outdoor scenes. In addition to reflectance, our 
algorithm generates a separate image for the sun, sky, 
and indirect illumination. Our method relies on a 
lightweight capture (10-31 photographs in the scenes 
shown here) to estimate a coarse geometric 
representation of the scene. This geometric information 
allows us to estimate illumination terms over a sparse 3D 

sampling of the scene. Then introduce an optimization 
algorithm to refine the inaccurate estimations of sun 
visibility. While incomplete, this sparse information 
provides the necessary constraints for an image-guided 
propagation algorithm that recovers the reflectance and 
illumination components at each pixel of the input 
photographs. Our intrinsic image decomposition allows 
users of image manipulation tools to perform consistent 
editing of material and lighting in photographs.  To 
provide an alternative way of computing the illumination 
components. It will be interesting to investigate the 
tradeoffs between complexity, speed, and quality of the 
image. Enforcing consistent intrinsic image properties 
between views is an interesting future research direction. 
With such consistency, our method will open the way for 
dynamically relight able environments and free-
viewpoint navigation for Image-Based Rendering 
systems [46], inaddition to the applications demonstrated 
in this paper. An important step for this goal is the 
generation of plausible shadow motion in the sun 
illumination layer in order to simulate moving light 
sources. 
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