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Abstract-- In many cases, competing parties who have 
private data may collaboratively conduct Fraud 
detection tasks to learn beneficial data models or 
analysis results. For example, different credit card 
companies may try to build better models for credit 
card fraud detection through Fraud detection tasks. 
Similarly, competing companies in the same industry 
may try to combine their sales data to build models 
that may predict the future sales. In many of these 
cases, the competing parties have different incentives. 
Although certain fraud detection techniques 
guarantee that nothing other than the final analysis 
result is revealed, it is impossible to verify whether or 
not participating parties are truthful about their 
private input data. In other words, unless proper 
incentives are set, even current Fraud detection 
techniques cannot prevent participating parties from 
modifying their private inputs. This raises the 
question of how to design incentive compatible Fraud 
detection techniques that motivate participating 
parties to provide truthful input data. In this paper, 
we first develop key theorems, then base on these 
theorem, we analyze what types of Fraud detection 
tasks could be conducted in a way that telling the 
truth is the best choice for any participating party. 
 

I. INTRODUCTION 
 
Privacy and security, particularly maintaining 
confidentiality of data, have become a challenging issue 
with advances in information and communication 
technology .The ability to communicate and share data 
has many benefits, and the idea of an omniscient data 
source carries great value to research and building 
accurate data analysis models. For example, for credit 
card companies to build more comprehensive and 
accurate fraud detection system, credit card transaction 
data from various companies may be needed to generate 
better data analysis models. Department of Energy 
supports research on building much more efficient diesel 

engines. Such an ambitious task requires the 
collaboration of geographically distributed industries, 
national laboratories and universities. Those institutions 
(including the potentially competing industry partners) 
need to share their private data for building data analysis 
models that enable them to understand the underlying 
physical phenomena .Similarly, different pharmaceutical 
companies may want to combine their private research 
data to predict the effectiveness of some protein families 
on certain diseases .On the other hand, an omniscient 
data source eases misuse, such as the growing problem 
of identity theft .To prevent misuse of data, there is a 
recent surge in laws mandating protection of confidential 
data, such a she European Community privacy standards 
, U.S. health-care laws , and California SB1386. 
However, this protection comes with a real cost through 
both added security expenditure and penalties and costs 
associated with disclosure.    Card Systems was 
terminated by Visa and American Express after having 
credit card information stolen. Choice Point stock lost 
20% of its value in the month following their disclosure 
of information theft. Such public relations costs can be 
enormous and could potentially kill a company. From 
lessons learned in practice, what we need is the ability to 
compute the desired “beneficial outcome” of data sharing 
for analyzing without having to actually share or disclose 
data. This would maintain the security provided by 
separation of control while still obtaining the benefits of 
a global data source .Secure multi-party computation 
(SMC) has recently emerged as an answer to this 
problem. Informally, if a protocol meets the SMC 
definitions, the participating parties learn only the final 
result and whatever can be inferred from the final result 
and their own inputs. A simple example is Yao’s 
millionaire problem: two millionaires, Alice and Bob, 
want to learn who is richer without disclosing their actual 
wealth to each other. Recognizing this, the research 
community has developed many SMC protocols, for 
applications as diverse as forecasting, decision tree 
analysis  and auctions among others .Nevertheless, the 
SMC model does not guarantee that data provided by 
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participating parties are truthful. In many real life 
situations, data needed for building data 2 analysis 
models are distributed among multiple parties with 
potentially conflicting interests. For instance, a credit 
card company that has a superior data analysis model for 
fighting credit card fraud may increase its profits as 
compared to its peers. An engine design company may 
want to exclusively learn the data analysis models that 
may enable it to build much more efficient diesel 
generally assume that participating parties provide 
truthful inputs. This assumption is usually justified by 
the fact that learning the correct data analysis models or 
results is in the best interest of all participating parties. 
Since SMC-based protocols require participating parties 

to perform expensive computations, if any party does not 
want to learn data models and analysis results, the party  
should not participate in the protocol. Still, this 
assumption does not guarantee the truthfulness of the 
private input data when participating parties want to 
learn the final result exclusively. For example, a drug 
company may lie about its private data so that it can 
exclusively learn the data analysis model.  
Engines. An exclusive use of better data analysis models 
for predicting drug effectiveness may reduce the drug 
development time for a pharmaceutical company, which 
in return may translate into a huge competitive 
advantage. Clearly, as described above, building data 
analysis models is generally performed among parties 
that have conflicting interests. In the SMC model, we 

 
II. RELATED WORK & BACKGROUND 

In this section, we begin with an overview of privacy 
preserving distributed data analysis. Then we briefly 
discuss the concept of non-cooperative computation. 
Table I provides common notations and terminologies 
used extensively for the rest of this paper. In addition, 
the terms secure and privacy-preserving are 
interchangeable thereafter. 
 

A. Privacy-Preserving Data Analysis 
 
Many privacy-preserving data analysis protocols have 
been designed using cryptographic techniques. Data are 
generally assumed to be either vertically or horizontally 
partitioned. (Table II shows a trivial example of different 
data partitioning schemes.) In the case of horizontally 
partitioned data, different sites collect the same set of 
information about different entities. For example, 
different credit card companies may collect credit card 
transactions of different individuals. Privacy-preserving 
distributed protocols have been developed for 
horizontally partitioned data for building decision trees,  
mining association rules ,and generate k-means clusters 
and k-n n classifiers. (See  for a survey of the recent 
results.) In the case of vertically partitioned data, we 
assume that different sites collect information about the 
same set of entities, but they collect different feature sets. 
For example, both a university pay roll and the 
university’s student health center may collect 
information about a student. Again, privacy-preserving 
protocols for the vertically partitioned case have been 
developed for mining association rules, building decision 
trees  and k means clusters . (See  for a survey of the 

recent results.) To the best of our knowledge, all the 
previous privacy preserving data analysis protocols 
assume that participating parties are truthful about their 
private input data. Recently, game theoretical techniques 
have been used to force parties to submit their true 
inputs. The techniques developed in assume that each 
party has an internal device that can verify whether they 
are telling the truth or not. In our work, we do not 
assume the existence of such a device. Instead, we try to 
make sure that providing the true input is the best choice 
for a participating party. 
 
B. Non-Cooperative Computation 
 
Recently, research issues at the intersection of computer 
science and game theory have been studied extensively. 
Among those research issues, algorithmic mechanism 
design and non-cooperative computation are closely 
related to our work. The field of algorithmic mechanism 
design tries to explore how private preferences of many 
parties could be combined to find a global and socially 
optimal solution[20]. Usually in algorithmic mechanism 
design, there exists a function that needs to be 
maximized based on the private inputs of the parties, and 
the goal is To devise mechanisms and payment schemes 
that force individuals to tell their true private values. In 
our case, since it is hard to measure the monetary value 
of the data analysis results, devising a payment scheme 
that is required by many mechanism design models is not 
viable that is designed for parties who want to jointly 
compute the correct function results on their private 
inputs. Since data analysis algorithms can be seen as a 
special case, modifying non-cooperative computation 
model for our purposes is a natural choice .The non-
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cooperative computation (NCC) model can be seen as an 
example of applying game theoretical ideas in the 
distributed computation setting. In the NCC model, each 
party participates in a protocol to learn the output of 
some given function f over the joint inputs of the parties. 
First, all participating parties send their private inputs 
securely to a trusted third party (TTP),then TTP 
computes f and sends back the result to every 
participating party. The NCC model makes the following 
assumptions: 
1) Correctness: the first priority for every participating 
party is to learn the correct result; 

2) Exclusiveness: if possible, every participating party 
prefers to learn the correct result exclusively .In other 
words, learning the correct result is the most important 
objective of every party. Other factors such as privacy 
and voyeurism could be also considered in the NCC 
setting. We omit such discussion here. Additional details 
can be found in [18]. In this paper, we use the NCC 
setting where each party wants to learn the data mining 
result correctly, if possible prefers to learn it exclusively. 
Also, we assume that revealing only the result does not 
violate privacy.

III. EXISTING WORK 
 
Forecasting is increasingly being applied to business 
decision making. Many forecasting methods (for 
example,see ) have been developed, such as time-series 
techniques and regression techniques. Collaborative 
forecasting allows different entities to jointly perform 
business forecasting where each entity contributes its 
own data. As pointed out in , collaborative forecasting, in 
comparison to traditional forecasting, gives better 
productivity and portability  throughout the supply chain. 
Collaborative forecasting has been extensively studied 
by many companies  organizations, and academia. Most 
of the solutions either assume existence of a central   
planner who has all the information about the system, or 
assume that each participant of the computation shares 

all of her information with other participants. These 
solutions, however, are problematic when the data is 
sensitive and the participants are reluctant to share their 
private, proprietary information. Our approach is to 
perform collaborative forecasting in a privacy-preserving 
manner, therefore eliminates the above concern.The 
problem of secure forecasting and benchmarking is 
closely related to secure multi-party computation . The 
SMC problem was introduced by Yao  and extended by 
Goldreich, Micali, Wigderson  and others to list a few). 
Goldreich states in  that although the general secure 
multi-party computation problem is solvable in theory, 
using the solutions derived by these general results for 
special cases can be impractical. In other words,  
efficiency dictates development of special solutions for 
special cases.

 
IV CONCLUSION: 

 
In this work, we provided privacy-preserving 
solutions to collaborative forecasting and 
benchmarking that can be used to increase the 
reliability of local forecasts and data corre- lations, 
and to conduct the evaluation of local performance 
compared to global trends. We gave both building 
blocks and their use in protocols for a number of 
different forecasting methods based on time-series and 
regression techniques. The building blocks are general 
enough to be used in other protocols for forecasting 
and benchmarking, as well as in other applications. In 
particular, the division protocols presented in this 
work, to the best of our knowledge, are the first 
attempt to perform division in secure multi-party 

computation as well as to perform computations on 
floating point numbers. This work can be extended in 
a number of ways. Future directions include: 
• The model can be extended to other time-series fore- 
casting techniques. 
• Along with providing short-range forecasting, we 
would like to be able to perform long-range fore- 
casts. Long-range forecasts take into account seasonal 
changes and other long-range patterns. 
• We also would like to design protocols to cover 
other types of regressions for benchmarking 
collaboration. This will allow us to draw reliable 
conclusions for different types of data distributions. 
• We would like to make some of the protocols 
provided in this paper more robust against other types 
of malicious behavior. 
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