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Abstract: Association rules mining is an important branch of data mining. Most of association rules mining algorithms 

make use of only one minimum support to mine items, which may be of different nature. Due to the difference in 

nature of items, some items may appear less frequent and yet they are very important, and setting a high minimum 

support may neglect those items. And setting a lower minimum support may result in combinatorial explosion. This 

result in what is termed as “rare item problem”. To address that, many algorithm where developed based on multiple 

minimum item support, where each item will have its minimum support. In this research paper, a faster algorithm is 

designed and analyzed and compared to the widely known enhanced Apriori algorithm.  An experiment has been 

conducted and the results showed that the new algorithm can mine out not only the association rules to meet the 

demands of multiple minimum supports and but also mine out the rare but potentially profitable items’ association 

rules,  and is also proved to be faster than the conventional enhanced Apriori. 
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I. INTRODUCTION 

Due to the ease at which data is saved and availability of memory spaces, data is growing exponentially. Data mining 

can extract the unknown but potentially useful information [1] from a mass, incomplete and noisy raw data. 

The Barcode technology use in the supermarkets allows easy recording of sale transactions. Data mining technologies 

in the sales centers/e-commerce have entered a practical stage and achieved good effects. 

In data mining, association rule learning is a popular and well researched method for discovering interesting 

relations between variables in large databases. It is intended to identify strong rules discovered in databases using 

different measures of interestingness. Association rules are usually required to satisfy a user-specified minimum 

support and a user-specified minimum confidence at the same time.  

 

Following the original definition by Agrawal et al[1]. The problem of association rule mining is defined as: Let 

𝐼 = {𝑖1 , 𝑖2, … , 𝑖𝑛 }  be a set of binary attributes called items. Let 𝐷 = {𝑡1, 𝑡2, … , 𝑡𝑚 }  be a set of transactions called 

the database. Each transaction in  has a unique transaction ID and contains a subset of the items in . A rule is 

defined as an implication of the form 𝑋 ⟹ 𝑌   where , 𝑌 ⊆ 𝐼 and X⋂Y = ∅  . The sets of items (for 

short itemsets)  and  are called antecedent (left-hand-side or LHS) and consequent (right-hand-side or RHS) of 

the rule respectively. 

 

2.4.1 SUPPORT: The support  Supp(X) of an itemset X is defined as the proportion of transactions in the data set 

which contain the itemset. 

support (X→Y)=

( ).X Y count

n


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Usually one user specified minimum support is used when mining itemsets, any itemset whose proportion is greater 

than or equals the minimum item support is considered to be frequent. 

Due to the different nature of the items in a data set, some items are more frequent than the others, if a single 

minimum support is applied, the less frequent items cannot be mined except if the support is very low, and in that case 

the more frequent items will associates with all items in any possible way. 

 

Multiple Minimum Item Support (MMIS): the concept of multiple minimum item support is introduced to address 

the rare items problem. 

 

 

2.4.2 CONFIDENCE: Confidence of a rule is the conditional probability of Y given X. Using probability notation: 

confidence (X implies Y) = P (Y given X). 

 

confidence (X→Y) =

( )

( )

support X Y

support X



=

( ).

.

X Y count

X count



 

 

This paper analyses the practical application of data mining on an e-commerce data to find the association rules 

between items. 

An algorithm use in [2] called GenMax algorithm which was used to mine out association rules between items based on 

single Minimum Item Supports is enhanced, thus allowing it to mine items based on multiple minimum item support as 

devised in [3], which is an enhancement of the conventional apriori algorithm. 

II. RELATED WORK 

2.1 ENHANCED APRIORI 

Tong Yujun [3] analyzed an algorithm based on the original apriori algorithm according to a multiple user specified 

Minimum Item supports and support difference constraint. 

 

Input: transaction T, MIS, φ 

Output: frequent k-itemsets 

Line 1   M=sort (I, MIS); 

Line 2   L=init-traverse(M, T); 

Line 3   F1={{l}| l∈ L, l.count/n≥MIS(l)}; 

Line 4   for (k=2; Fk-1 ≠Φ; k++) { 

Line 5      if k=2 then  Ck=candidate-generate-level2(L, φ) [2]; 

Line 6      else  Ck=candidate-generate (Fk-1, φ) [2]; 

Line 7      for each transaction t∈ T { 

Line 8         for each candidate c∈ Ck { 

Line 9            if c is contained in t then c.count++; 

Line 10           if c-{c [1]} is in t then (c-{c[1]}).count++; 

Line 11        } 

Line 12     } 

Line 13     Fk = {c∈ Ck| c.count/n≥MIS(c[1])}; 

Line 14   } 

Line 15   return F= ∪ k Fk; 

 

In the improved algorithm, the key operation is to sort the items of I in ascending order basing on their 

minimum item support values as is used in following operations (line 1), all the 1-itemset can be obtained in 

F1(line 2,3), function candidate-generate-level2(L, φ) can let the Down Closure Property principle be valid as 

usual(line 5), function candidate-generate (Fk-1, φ) (line 6) is similar to that in the Apriori algorithm but 

different in pruning step, and counting c-{c[1]} is to calculate the confidence of association rules (line 10). 

At last, the algorithm returns the union of frequent itemsets from 1-itemsets to k-itemsets (line 15). 
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2.2 GENMAX ALGORITHM 

 GenMax 
[2] 

is a backtrack search based algorithm for mining maximal frequent itemsets. GenMax 

uses a number of optimizations to quickly prune away a large portion of the subset search space. It uses a 

novel progressive focusing technique to eliminate non-maximal itemsets, and uses diffset propagation for 

fast frequency checking. 

 

//Invocation: MFI-bactrack(Ø, F1, 0) 

MFI-backtrack(Il, Cl, l) 

1. for each 𝑥 ∈ 𝐶𝑙  

2.  𝐼𝑙+1 = 𝐼𝑙 ∪ {𝑥} 

3.  𝑃𝑙+1 =  𝑦: 𝑦 ∈ 𝐶𝑙  𝑎𝑛𝑑 𝑦 > 𝑥  
4.  𝒊𝒇 𝐼𝑙+1 ∪ 𝑃𝑙+1 ℎ𝑎𝑠 𝑎 𝑠𝑢𝑝𝑒𝑟𝑠𝑒𝑡 𝑖𝑛 𝑴𝑭𝑰 

5.             Return // all subsequent branches pruned! 

6.  𝐶𝑙+1 = FI − combine 𝐼𝑙+1, 𝑃𝑙+1  

7.  𝐢𝐟 𝐶𝑙+1  is empty 

8.   𝐢𝐟 𝐼𝑙+1 has no superset in 𝐌𝐅𝐈 
9.    𝐌𝐅𝐈 = 𝐌𝐅𝐈 ∪ 𝐼𝑙+1 

10.  else MFI − backtrack(𝐼l+1 , Cl+1 , 𝑙 + 1) 

 

III. FAST ALGORITHM WITH MMIS 

The algorithm is an application of the idea developed in [3], the enhanced apriori with the one in [2], the genMax 

algorithm. 

Support difference constraint (SDC)[2]. In the improved algorithm the Down Closure Property principle is 

not satisfied. So after sorting the itemsets by their values of the MIS, SDC is introduced to generate frequent 

itemsets from the itemsets with the frequent, rare but potentially profitable ones. Suppose sup(i) is the real support 

of an item in itemsets, to each itemset the SDC is defined as 

maxi∈s{sup(i)}- mini∈s{sup(i)}≤φ [2].                                          (4) 

 

THE ALGORITHM 

C is the set of items sorted in ascending order of their minimum supports. 

L is the set of maximal frequent itemsets. 

Sx is the support count of item x. 

 

Input: transactions, I, C 

Output L 

EnGenMax(I, C) 

1. 𝐼𝐿+1 = 𝐼 ∪  𝑥1: 𝑥1 ∈ 𝐶  

2. CL+1=C-x1 

3. 𝐼𝐿+1
′ = 𝐼 ∪ {𝑥2: 𝑥2 ∈ 𝐶} 

4. 𝐶𝑙+1
′ = 𝐶𝑙+1 − 𝑥2 

5. 𝑖𝑓 𝑆𝑥1
≤ 𝑚𝑖𝑛𝑆𝑢𝑝(𝐼) // minumum of all the MIS of elements in I 

6. 𝑖𝑓 𝐶𝐿+1 ≠ ∅ 

7. EnGenMax(IL+1 , CL+1) 

8. 𝑖𝑓 𝐼𝐿+1  ℎ𝑎𝑠 𝑛𝑜 𝑠𝑢𝑝𝑒𝑟𝑠𝑒𝑡 𝑖𝑛 𝐿 𝑡ℎ𝑒𝑛 𝐿 = 𝐿 ∪ 𝐼𝐿+1 

9. 𝑖𝑓 𝑆𝑥2
≤ 𝑚𝑖𝑛𝑆𝑢𝑝 𝐼  //minimum of all the MIS of elements in I 

10. 𝑖𝑓 𝐶′𝐿+1 ≠ ∅ 

11. EnGenMax(𝐼′𝐿+1, 𝐶′𝐿+1) 

12. 𝑖𝑓 𝐼′𝐿+1 has no superset in L then 

13.  L:= L ∪  𝐼′𝐿+1 

 

The algorithm is best described following the solution in section 4.2 
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IV.  EXPERIMENT AND ANALYSIS 

the experiment make use of an e-cart data obtained some times in May, 2013 from an e-commerce website as 

shown in table 1. 

Table 1 shows the transactions obtained. And table 2 indicates the items with there respective minimum support 

and there count in the transaction shown is a sorted ascending order of their minimum support. 

 

 

 

Table 1: transactions  table 2: items with MIS and support count 

ID itemset MIS support 

1 {laptop} 0.2 0.8 

2 {CD} 0.3 0.5 

3 {DVD} 0.5 0.6 

4 {TV} 0.6 0.6 

 

 

For easy sorting of the items, the items are represented by numbers, 1, 2, 3, 4 according to there minimum 

supports. 

 

Table 3: items sorted by MIS 

Number 

representation 

Item Minimum support 

1 Laptop 0.2 

2 CD 0.3 

3 DVD 0.5 

4 TV 0.6 

 

4.1 USING ALGORITHM FROM SECTION 2.1 

Following the algorithm proposed in 3. The above transactions is mined in this way 

 

Table 4: Frequent 1-items 

ID itemset MIS support 

1 {1} 0.2 0.8 

2 {2} 0.3 0.5 

3 {3} 0.5 0.6 

4 {4} 0.6 0.6 

 

 

 

 

 

 

s-cart_ID itemset 

941518 CD, DVD player 

710495 CD, laptop 

643426 CD, DVD player, laptop 

732963 Laptop, TV 

987213 CD, Laptop 

782362 DVD, laptop, TV 

948628 DVD, laptop 

535429 Laptop, TV 

358215 CD, DVD, laptop, TV 

682725 DVD, laptop, TV 
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Table 5: candidate 2-items table 6: frequent 2-items 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7: Candidate 3-items table 8: frequent 3-items 

 

 

 

 

 

 

 

 

 

4.2 USING THE PROPOSED ALGORITHM OF SECTION 3.0 

∅(1,2,3,4) 

 

 

 

 

1(2,3,4)      2(3,4) 

 

 

 

 

           

 

 

 

 2,3,4 

 1,2,4 

 

 

Fig 1. Pictorial representation of a problem solved using the proposed algorithm. 

Items in the box represent the maximal frequent items sets. 

Thus, the maximal frequent item sets are [{2,3}, {1,2,3}, {1,3,4}] 

 

The two frequent 3-items sets corresponds to those obtained from 3.1 above. 

To find the remaining frequent item sets, we first find all the possible subsets of the above maximal frequent item-sets. 

 

 

 

ID itemset MIS(c[1]) support 

1 {1, 2} 0.2 0.4 

2 {1, 3} 0.2 0.4 

3 {1, 4} 0.2 0.5 

4 {2, 3} 0.3 0.3 

ID itemset MIS(c[1]) support 

1 {1, 2} 0.2 0.4 

2 {1, 3} 0.2 0.4 

3 {1, 4} 0.2 0.5 

4 {2, 3} 0.3 0.3 

5 {2, 4} 0.3 0.1 

6 {3, 4} 0.5 0.4 

ID itemset MIS(c[1]) support 

1 {1,2,3} 0.2 0.2 

2 {1,2,4} 0.2 0.1 

3 {1,3,4} 0.2 0.3 

ID itemset MIS(c[1]) support 

1 {1,2,3} 0.2 0.2 

2 {1,3,4} 0.2 0.3 

1,2,3 1,3,4 

1,2(3,4)

  
2,3(4) 

  

1,3(4) 
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Table 9: 2-items subsets 

 Table 10: 1-item subsets 

itemsets MIS(c[1]) support 

1,2 0.2 0.4 

1,3 0.2 0.4 

1,4 0.2 0.5 

2,3 0.3 0.3 

3,4 0.5 0.4 

 

From the above subsets, in table 9, only one subset is, {3,4}  not frequent. 

 

4.3 COMPARISON OF 3.1 AND 3.2 

Under the approach in [3], the 2-item candidate set is the largest candidate set. This is always the case both in [1] and 

[3]. From the above examples, it is evident to see that the number of candidate sets generated to find the maximal 

frequent item sets is much lower than the number of candidates generated directly to find all the frequent item sets. And 

while both approaches arrives at the same frequent item sets, the number of candidate sets in the proposed algorithm is 

lower than the approach used in [3]. 

Based on this advantage and the fact that the algorithm in [3] follows the principle: the (n-1) frequent itemsets is used 

to generate n-frequent candidate sets, the number of transaction traversing in [3] is greater than the number of 

traversing is the proposed algorithm. 

Below is a graph that shows the above advantages more clearly: 

 

 

Fig 2: a graph of algorithm in [3] and the proposed algorithm. The vertical axis shows the size of the n-item candidate 

sets, while the horizontal shows the n-items candidate set. 

V. CONCLUSION 

While due to the nature of items in real life, using a single minimum item support results in rare items problem. The 

issue is addressed with multiple minimum item supports as proposed in [3]. The algorithm proposed in this paper uses 

the same technique of multiple minimum item support but is proved to be more efficient than the algorithm in [3] 

which is an enhancement of the conventional apriori algorithm. 

The proposed algorithm reduced the number of candidate item sets, thus reduced the number of transaction 

traversing which in effect will reduce the programming timing and the memory cost. 

Since the algorithm find directly the maximal frequent itemsets, it can be used where only the maximal frequent item 

sets is required. Maximal frequent item sets are used in several data mining tasks such as incremental mining of 

dynamic databases. 
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