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Abstract–Now days the growth of increasing data in one year is around double to existing data available up to previous 
year. Today’s world is modern computer world, every public and private sector moving towards modern electronic world, 
also small data is moving towards big data. Hence there is need to distribute big data efficiently in distributed framework 
with replication for its importance. Big data is available in structured, unstructured and semi-structured data format. 
Relational database has fails to store this multi-structured data. Apache Hadoop is efficient, robust, reliable and scalable 
framework to store, process, transform and extract big data.Hadoop framework is open source and fee software which is 
available at ApacheSoftware Foundation. In this paper we will present Hadoop, HDFS, MapReduce and application 
projects to minimize efforts of developer to write MapReduce code. 
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I. INTRODUCTION 
 

odays the computer science enterprises is enduringmomentous changes since the development of new technologies, every 
public and private sector becomes computerized, increasing large amount electronic data termed: Big data etc.  
 
Big data is data which is 1 TBor more than 1 TB. We can also defined big data is a data which cannot handle by single 
computer system. There is one more technical definition,data has large amount of volumes which comes from variety of 
sources with great velocity called as Big Data. Big data has three characteristics such Volume, Variety and Velocity so 
sometimes called 3 V’s. Big data with its characteristics as shown in following fig. 1 
 

T 
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Fig. 1 3 V’s of big data 

 
Big data has generated from various sources such as web logs, traffic signal data, election data, world survey data, stock 
exchanges data, flight data, user transaction history, user interaction logs, RFID system generated files,social networking 
data like twitter, Facebook etc. with video and images. We must have to process and analyzethis big data therefore for 
analyze big data we will requiresa distributed framework as big data could not handle by single system since data is more 
than one terabyte. From last decades we have been using Message passing interface (MPI) as a distributed system to handle 
and process such huge volume of data. 
 
Usually distributed systems has requires application server and storage area network (SAN). All data is available in SAN 
and all programs will run on application server. Before initiate the execution of program data moves towards application 
server from storage area network and after the execution of data application server writes the data on storage area network 
back. This distributed system has faces problems to storehuge amount of data robustly. Whenever a program execution start 
data is scale-up and when execution of program is finished then data is scale-down, it will affect huge dependency on 
network, travelling cost increases and scaling up and scaling down of large volume of data is not smooth process, also lots 
of processing power has consumed on transportation of big data.In typical distributed system partial failures are difficult to 
handle and which effect on our daily commercial business.One more problem is data synchronization is required during 
exchange of data. These are problem with typical distributed system to process big data. Therefore we requires new 
distributed framework which will remove above mentioned problems.New distributed system will efficiently store and 
process data with reliability. Apache Hadoop is distributed framework will removes all problem which faced by typical 
distributed system by providing efficient and reliable store and process of big data. 
 

II. HADOOP FRAMEWORK 
 
Today we just have surrounded by electronic data.As we have discussed above big data has generated from various sources 
like RFID system generated files, web logs, human interaction text, stock exchange data, social networking websites human 
interaction data, peoples upload video, images etc. Apache Hadoop is open source distributed framework to handle, extract, 
load, analyze and process big data. It facilitates to process large set of data across the cluster of computers using simple 
programming model. Before moving further we are going to see history behind Apache Hadoop. Google has published 
whitepaper on Google File System (GIS) and Map-reduce in 2004. Daug Cutting reads those papers, and he has extends 
Apache Nutch projects with the help of Google papers and developed Hadoop framework. He joined Yahoo in 2006 and 
great journey of Hadoop starts in Yahoo. And now Hadoopframework is Apache open source project.  
 
Hadoop is open source framework for writing and running distributed applications that process large amount of data. Key 
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distinctions of Hadoop are Accessible, Robust, Scalable and Simple. Accessible: Apache Hadoop is runs on large cluster of 
commodity hardware, no need to purchase expensive hardware and also it runs on cloud computing. Robust: See 
Hadoopcluster consists of commodity hardware so possibility to occur failure but whenever failure occurs we can easily 
addressed failure to recover it.  
 

 
 

Fig. 2Storage and Process big data by cluster 
 

Scalable: Framework scales linearly to handle big data by adding extra commodity nodes to cluster. Simple: It allows users 
to easily handle framework by using simple programming model [1]. How big data is store and process by cluster shown in 
above fig. 2 
 
Now we are going to grasp how the transportation cost is minimized by Hadoop framework with example. Suppose we 
have to stores 100 TB data and to process this data require to write program using simple programming model but size of 
program not more than 10MB. In typical distributed system data is traveled to words the program and Apache Hadoop 
framework program is traveled towards data. Since the size of program is very small as compare to size of data. Thus 
typical distributed framework is transport 100TB data while Hadoop framework is transport 10MB data before execution of 
processing program. Above examples show how transportation cost is minimized by Hadoop distributed framework. 
Apache Hadoop cluster as shown in following fig. 3. In which multiple client can store and process data into cluster 
simultaneously. 
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Fig. 3Many Parallel client store and process big data in Hadoop cluster [1] 

 
Apache Hadoop is consistingof two main components: HDFS and MapReduce. Hadoop cluster consist of multiple machine 
in which running HDFS and MapReduce. Each machine in cluster is called as node.  
 
Hadoop cluster has two types of nodes: Master and slave node, only one master and multiple slave nodes are available 
incluster. Hadoop is uses HDFS to storage and MapReduce to process the data.  
 

III. HADOOPCLUSTER PROCESSING 
 
Apache Hadoop framework consists of five types of daemons:Namenode, Datanode, TaskTracker, JobTracker, and 
Secondary Namenode. Namenode is stores all metadata information about cluster, like where data has stored, replication of 
data etc. It is running in master node of cluster. Namenode is take care how data block is broken down into multiple blocks 
with maintaining of replication of blocks. Secondary Namenode is replication of Namenode, if Namenode will crashat that 
time we can take backup from secondayNamenode manually to persist state of Namenode as before crash. 
 
 

 
Fig. 4 Jobs of each daemon in cluster 
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Datanode is available on each slave machine. Its take care the job of HDFS for each slave for storage data blocks. 
JobTracker daemon is take care about master node to process data. It has assigned task to Tasktracker using MapReduce 
programming model. TaskTracker is available on each slave to process data. As shown in following fig. 4 the jobs of each 
domain.  
 
Now we are going to show how data is store and process by Hadoop with example and fig 5 as follows.Suppose we have 
192 MB data and want to store this data in Hadoop cluster with two replication factor.  
 

 
Fig. 5 Storage and process of data in cluster 

 
In cluster before processing, file is broken down into blocks of size 64MB or 128MB and then moves block to different 
nodes. Then Hadoop framework will runs program to process blocks. JobTraker then scheduling program to each node and 
TaskTrackerwill process data. After complete storage and process of data the output is written back.  
 
In our case 192MB data, we will divide that data into three blocks of size 64MB (64Mb * 3= 192MB). We want to store 
these three blocks with replication factor two for possibility to minimize data loss if any system fails and also for fast 
access. Three slave nodes are available in our cluster, so Hadoop frameworkplaces blocks, preferably put replicated block 
on different machine. As shown in fig 5. 
 
Block A => stores at slave 1 and slave 2 
Block B => stores at slave 1 and slave 3 
Block C => stores at slave 2 and slave 3 
 
Above all discussed things is done by Hadoop cluster itself, client is justprovidingdata in file and replication factor 
(Number times to replicate data).  
 

IV. HADOOPDISTRIBUTED FILE SYSTEM 
 
The HDFS is one of the core components of Hadoopand which is storage layer of Hadoopframework. Hadoop has its own 
file system based on GIS called as HDFS. HDFS is java based file system which can store large amount of structured, 
unstructured and semi-structured data. It is distributed, reliable, scalable, and fault tolerance file system. A typical file on 
HDFS is GB to TB or PT. HDFS architecture is shown in fig. 6 as follows. 
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The HDFS file system is provides strong aggregate feature to blocks of data. When data is comes to master node in file then 
it will divides into multiple blocks for storing in cluster of nodes termed as: Fan-out and when client request for data then 
aggregate/collect blocks of data from cluster of nodes termed as: Fan-In. So that we can say HDFS has strong aggregate 
characteristics or it is based on aggregate design pattern. 
 

 
Fig. 6 HDFS architecture [4] 

 
The HDFS is master/slave architecture which consist of one Namenode (for master) and multiple Datanodes (each per 
slaves) which shown in fig 6. Namenode contain metadata information and manages system namespaces. It also controls 
access to files by clients. The Namenode is executes file system namespace operations such as opening, renaming, closing 
the files stores in HDFS [2]. The file is divided into multiple blocks and those blocks are stored at different Datanodes.   
 
Namespace ID of Namenode and Datanode must be same. If any incompatibility betweenNamenode and 
Datanodenamespace ID in cluster,we will getthe exception like java.io.IOException: Incompatible namespace ID.There are 
two ways to remove this incompatibility, first isto reformat Namenode but this is not good option and second by manually 
change namespace ID of slave to namespace ID of master. Namespace ID available to following directory: 
 
/application/hadoopdata/temp: Directory created by user for HDFS. 
 
For Namenode namespace ID at 
/application/hadoopdata/temp/dfs/name/current/VERSION 
 
And for Datanode namespace ID at 
/application/hadoopdata/temp/dfs/data/current/VERSION 
 
To remove this just copy the namespace ID from Namenode VERSION file to Datanode VERSION file which is available 
in above directory. 
 
HDFS is operates on top of native UNIX file system on cheap commodity hardware and also performs data replication job. 
It is read only file system and random writes does not allowed. Namenode is up all time because it belongs to master node 
of cluster. The HDFS file system mostly developed for Batch processing instead of interactive use by users. Since HDFS is 
performingits task efficiently when files are contains big data minimum 1TB, so that it is mostly prefer for Batch 
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processing. HDFS file system is operating system independent so it can be run on heterogeneous operating system. HDFS 
file system is called “Write-Once, Read-many” because could not change data once push into cluster of nodes.   
 

V. MAP REDUCE 
 
MapReduce is data processing component of Hadoop framework and it is compute/process layer of Hadoop like HDFS is 
storage layer. It is programming model based on Java programming. Process layer is consisting of two phases: one is Map 
and second is Reduce. There is one more layer between these two phasescalled as Sort and Shuffle. JobTracker (for 
Namenode) and TaskTracker (perDatanodes) take care of MapReduce job. Logical architecture of Hadoop is shown in fig.7 
as follows. It is also called as MapReduce process. 
 

 
Fig. 7 MapReduceProcess[3] 

 
MapReduce programing model is similar like programming languages (C, C++, C#, and Java)but it is difficult to 
understand and write programs.  Therefore application projects have introduced to minimize efforts for writing MapReduce 
code. There are list of application projects available such as “Hive, Pig, HBase, Flume, Oozie, Ambari, Avro, Mahout, 
Sqoop, HCatlog, BigTop” etc.  
 
Hive was developed by Facebook and now it available open source.It is data processing structure based on Hadoop which 
runs top of Hadoopframework. Hive application project is allows developers to write job of processing data in queries like 
SQL language. HiveQL is a language provided by Hive. It minimizes efforts of programmer to write MapReduce job. Hive 
application project is converts our HiveQL query into MapReduce program. 
 
Pig application project was developed by Yahoo based on Haddop which also runs on top of Hadoop framework equivalent 
to Hive. Pig Latin language is used by Pig, which is easier to write data processing job. Pig application project is converts 
Pig Latin to MapReduce program and perform desired task without writing MapReduce program by developer.HBase is 
non-relational database that allows for low-latency, quick response in Hadoop. It supports transactional capabilities to 
Hadoop framework which allows users to behavior updates, inserts and deletes. Facebook uses mostly HBase on top of 
Hadoop. The list of application projects is increasing day by day. 
 
The process flow of MapReduce job is show in following fig. 8. MapReduce is based on key-value pair idea. As shown in 
fig 8, the input data set is divided into ‘n’ splits (divide and conquers method). 
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Fig. 8 Process flow[3] 

 
Then ‘n’ map is performed functionality for each split, formerly sort and shuffle task perform before reducing, and finally 
the aggregating the result of data in Reduce phase.  
 
Hadoop Users: “Amazon/A9, Facebook, IBM, Google, Yahoo, New York Times, Fox Interactive media and so on”. 
Major contributors: “Apache, Yahoo and Cloudera”.   

VI. CONCLUSION 
 
In this paper we haveopenedthe role of Hadoop framework in big data.Apache Hadoop is designed to distribute large 
volume of structured, unstructured and semi-structured data across nodes in cluster with commodity hardware.In thispaper 
we have also discussed Hodoop Distributed File System, MapReaduce, daemons of Hadoop (NameNode, DataNode, 
TaskTracker, JobTracker and Secondary NameNode)and application projects for Hadoop to minimize the efforts of 
developer for writingMapReduce program. We conclude that Apache Hadoop is efficient, robust, reliable and scalable 
framework to store, process, transform and extract big data in cluster of nodes.  
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