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ABSTRACT: All bank marketing campaigns  are  dependent  on  customers‟ huge  electronic  data.  It is impossible  

for  a  human  analyst  to  come  up  with  interesting information  that  will  help  in  the  decision-making  process due 

to the size  of  these  data  sources.  Data mining models are  completely  helping  in  the performance  of  these 

campaigns. Data mining techniques have good prospects in their  target audiences and improve the likelihood of 

response. In this paper, performance of various data  mining  techniques is compared.The  business goal  is to find a 

model that can  explain success of a contact, i.e., if  the  client  subscribes the deposit.  Such  model  can  increase 

campaign  efficiency  by  identifying  the  main  characteristics  that  affect  success,  helping  in  a  better management 

of the available resources (e.g. human effort, phone  calls,  time)  and  selection  of  a  high  quality  and affordable set  

of potential buying customers. 
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I. INTRODUCTION 

Data mining[3][4] is a process that uses a variety of data analysis tools to discover patterns and relationships in data  

that may be used to make valid predictions. 

1. Bank direct marketing[1][6]There are two  main approaches for enterprises to promote products  and/or  services:  

through  mass  campaigns, targeting  general  indiscriminate  public  or  directed marketing,  targeting a specific set of 

contacts . Directed marketing focuses on targets that assumable will be keener to that specific product/service, making 

this kind of campaigns more attractive due to its efficiency. This paper aims at bringing an improvement in  efficiency:  

making lesser contacts, but achieving a better number of successes(clients subscribing the deposit). 

2. Machine learning and classifiers[17] The area of machine learning constitutes a number of paradigms and 

algorithms for classification and learning. A simple and general explanation of these algorithms is that they are used to 

learn from data to be able to classify instances of data into different categories (classes).A classifier is built by letting  a 

learning algorithm generalize from a set of data (often referred to as training data). The training data consists of a 

number of instances. A particular instance is described by a set of attribute values. There exist several types of values 

and classification types. Attributes can consist of numerical values, Boolean values or other types of values. One of the 

attributes is often referred to as the target attribute.  In order words, a classifier should be able to predict the value of 

the target attribute of an instance, given the values of some or all of the other attributes of the instances   
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3. Classifier comparisonOne way to find a good solution for a classifier learning problem is to compare the 

performance of different classifiers on the same data. A simple comparison could be made by training a number of 

classifiers on the same data set and comparing their accuracy over the test data. 

II. DATA MINING TECHNIQUES 

The brief description of various machine learning classification techniques used for comparison in this paper for bank 

direct marketing is given below. 

1.Neuralnetworks[19][22]. An artificial neural networks ANN model emulates a biological neural network Neural 

network can be trained to perform a particular function by adjusting the values of the connections (weights) between 

elements. 

2.Logistic regression[10][12]. LR uses maximum probability estimation LR is an approach to learning functions of the 

form: F: A →Y, or  P (Y|A) in the case where Y is discrete-valued as a  target,  and  A  =  (A1, A2,…,  An)  is  any  

attribute  containing discrete, flag or continuous independent attributes. 

3.Discriminant analysis.[19] Discriminate Analysis is a statistical method for analysing a dataset in which there are 

one or more independent variables that determine an outcome. The outcome is measured with a dichotomous variable 

(in which there are  only  two  possible  outcomes).This  is generalized  linear  type  model  that  uses  statistical  

analysis  to  predict  an event based on known factors .A Discriminate Analysis can make predictions about whether a 

customer will buy a product based on age, gender, geography  and other demographic data. 

4.Decision trees.[9] Decision Trees are considered to be one of the most popular approaches for representing classifiers. 

Researchers from various disciplines such as statistics, machine learning, pattern recognition, and Data Mining have 

dealt with the issue of growing a decision tree from available data. Decision trees are trees that classify instances by 

sorting them  based  on  feature  values.  Each  node  in  a  decision  tree  represents  a  feature  in  an  instance  to  be 

classified, and each branch represents a value that the node can assume. Instances are classified starting at the root node 

and sorted based on their feature values. 

5.SVM.[20]Support  vector  machine  are  basically  binary  classification algorithms.  The  basic support vector 

machine takes a set of input data and predicts, for each given input,  which of two possible  classes  forms  the  output,  

making  it  a non-probabilistic  binary  linear  classifier. An SVM classifies data by finding the best hyper plane that 

separates all data points of one class from those of the other class. 

6.Tree bagger.[17]Bagging stands for bootstrap aggregation. Every tree in the ensemble is grown on an independently 

drawn sample of input data. To compute prediction for the ensemble of trees, Tree Bagger takes an average of 

predictions from individual trees (for regression) or takes votes from individual trees (for classification). Ensemble 

techniques such as bagging combine many weak learners to produce a strong learner. 

7. Nearest neighbours.[21]Categorizing query points based on their distance to points in a training dataset can be a 

simple yet effective way of classifying new points. Various distance metrics such as Euclidean, correlation, hamming 

or your own distance metric may be used. 

III. METHODOLOGY 

The learning process[2] used in this paper is comprised of a data preprocessor and a learning algorithm[24]. First 

dataset is divided into training and test set then training set it fed to classifier.The trained classifier is then used to make 

a prediction on the test dataset. Predicted values are compared with actual values to compute the confusion matrix. 

Confusion matrix is used to visualize the performance of a machine learning techniques. This paper analyzes the 

performance of different classification techniques to select the one with the most accurate results for classification of 

bank direct marketing dataset. 

DATA DESCRIPTION: Proposed work extracts the datasets of bank direct marketing from UCI repository[7]. It has 

dimensions of 16 attribute and 45,211 instances. For purpose of training and testing, only 40% of the overall data is 

used for training and testing the accuracy of the selected classification algorithms. The detailed description of the data 

set is summarized as follows- 
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The data set contains 45211 observations capturing following 16 attributes/features. 

1. age (numeric) 

2. job: type of job (categorical: "admin.", "unknown", "unemployed", "management", "housemaid", "entrepreneur", 

"student", "blue-collar", "self-employed", "retired", "technician", "services") 

3. marital: marital status (categorical: "married", "divorced", "single"; note: "divorced" means divorced  or  widowed) 

4. education (categorical: "unknown", "secondary", "primary", "tertiary") 

5. default: has credit in default? (binary: "yes","no") 

6. balance: average yearly balance, in euros (numeric) 

7. housing: has housing loan? (binary: "yes","no") 

8. loan: has personal loan? (binary: "yes","no") 

9. contact: contact communication type (categorical: "unknown","telephone","cellular") 

10. day: last contact day of the month (numeric) 

11. month: last contact month of year (categorical: "jan", "feb", "mar", ..., "nov", "dec") 

12. duration: last contact duration, in seconds (numeric) 

13. campaign: number of contacts performed during this campaign and for this client (numeric, includes last contact) 

14. pdays: number of days that passed by after the client was last contacted from a previous campaign (numeric, -1 

means client was not previously contacted) 

15. previous: number of contacts performed before this campaign and for this client (numeric) 

16. poutcome: outcome of the previous marketing campaign (categorical: "unknown", "other", "failure", "success") 

Output variable (desired target): 

y: has the client subscribed a term deposit? (binary: "yes","no") 

 

IV. EXPERIMENTAL RESULTS 

The  performance  of  each  classification  model  is  evaluated using  three  statistical  measures: classification  

accuracy, sensitivity  and  specificity[15].  These  measures  are  defined  by  a confusion  matrix  that  contains 

information about actual and predicted classifications done by a classification system. The statistical measures are 

calculated using true positive (TP), true negative (TN),false positive(FP)and false  negative(FN) of confusion 

matrix.The percentage of Correct/Incorrect  classification  is  the  difference  between  the actual and predicted values 

of variables. Table  1shows  the confusion matrix for a two-class  classifier. 

 

 

Table1. The confusion matrix for a two-class classifier 
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Table2 following gives the formulation of required statistical measures which form the basis of comparison 

 

Table.2 Formulas 

 

 

 

Classifier’s prediction results. Table3 shows the confusion matrices generated from various data mining techniques 

i.e. Neural network, logistic regression, discriminant analysis,k-nearest neighbours, naïve bayes,support vector 

machine, decision trees and  tree bagger respectively.  

 

Table3. Confusion matrices for different data mining techniques 

 

 
 

Calculations are performed using the formulas given in Table 2 on the results of various confusion matrices obtained. 

The comparison for different techniques on calculated measures is carried out in the given Table 4.TREE BAGGER 

(ENSEMBLE METHOD) comes out to be the best method. 
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Table 4.Comparison table for performance analysis 

 

 ACCURACY SENSITIVITY SPECIFICITY PRECISION 

NEURAL 

NETWORKS 

 0.63 0.58 0.90 0.97 

LOGISTIC 

REGRESSION 

0.64 0.59 0.93 0.98 

DISCRIMINANT 

ANALYSIS 

0.69 0.63 0.83 0.90 

K-NEAREST 

NEIGHBORS 

0.61 0.57 0.84 0.95 

NAÏVE BAYES 

METHOD 

0.70 0.65 0.85 0.91 

SVM 0.54 0.52 0.84 0.98 

DECISION 

TREES     

0.66 0.60 0.85 0.93 

TREE BAGGER 

(ENSEMBLE 

METHOD) 

0.71 0.65 0.88 0.94 

REDUCED 

FEATURE  

SET(TB) 

0.77 0.73 0.82 0.86 

 

Comparison plot for comparing all techniques comes out in the form of a bar graph that visualises the confusion 

matrix as shown in Fig 1.ROC curves: ROC[18] stands for receiver operating  characteristics. Fig 2 shows the ROC 

curve generated for  the ensemble method (tree bagger), the method  showing the best results for statistical measures. 

 

 
                             

                                 Fig.1 Comparison plot                                     Fig.2 ROC curve for tree bagger                            
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Most relevant features which affects the response are also selected by applying feature selection. As shown in Fig 3 

the feature with most importance comes out to be „month of last contact‟, then „contact duration‟ and so on as given in 

plot. Such  knowledge  can  be  used  by  managers  to enhance  campaigns  (e.g. by asking agents  to increase the 

length  of  their  phone  calls  or  scheduling  campaigns  to specific  months).  

 

 
 

Fig.3. Feature importance plot.Fig.4.comparison plot with reduced feature set 

 

Top five features determined are then included to reduce the number of combinations to be tried by sequentials. The 

comparison plot involving the tree bagging with reduced feature set is also plotted as given in Fig.4. This is used to  

Fig 5. Shows the ROC curve for tree bagger with reduced feature set. And it is evident from there that AUC is not 

affected much by reducing the feature set.                               

 

 

Fig.5 ROC for tree bagger with reduced feature set 

 

 

 



 
 

  
                        ISSN(Online): 2319-8753 

           ISSN (Print):  2347-6710 

 

International Journal of Innovative Research in Science, 

Engineering and Technology 
(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 8, August 2015 

 

Copyright to IJIRSET                                              DOI:10.15680/IJIRSET.2015.0408060                                                7147 

 

V.  CONCLUSION 

Bank direct marketing and business decisions are more important than ever for preserving the relationship with the  

best  customers.  For  success  and  survival in the  business,  there  is  a  need  for  customer  care  and  marketing 

strategies.  Data  mining  and  predictive  analytics  can  provide  help  in  such  marketing  strategies.  These 

applications are influential in almost every field containing complex data and large procedures. It has proven the ability 

to reduce the number of false positives and false-negative decisions. Proposed work evaluatesand compares the 

classification performance of various data mining techniques models  on  the  bank  direct  marketing  data  set  to  

classify  for  bank  deposit  subscription.  The purpose is increasing the campaign effectiveness by identifying the main 

characteristics that affect the success (the deposit subscribed by the client). The classification performances of the 

models are measured using statistical measures: Classification  accuracy,  sensitivity  and  specificity. Experimental 

results have shown the effectiveness of models. ENSEMBLE METHOD(TREE BAGGING) achieves slightly better 

performance than rest of the models. 
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