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ABSTRACT: Speech is the most innate and fastest means of communication between humans. Computers with the 

ability to understand speech and speak with a human like voice are expected to contribute to the development of more 

natural man-machine interface. For the analysis of speech signal we have carried out the recording of six children 

speakers (3 male and 3 female) in Dogri language between the age group of 3-6 years. Harmonic plus noise model 

HNM has been employed as the analysis-synthesis platform as it outperforms almost all models of speech production in 

terms of important characteristics like naturalness, intelligibility, and pleasantness. PESQ method is used for evaluation 

of the quality of the speech synthesized from HNM. Mean and standard deviation (SD) is estimated for original and 

synthesized speech. Effect of different proportion of voice part on the quality and intelligibility of speech signal of 

children has been investigated at different levels of noise keeping noise part constant. Results suggest that the quality is 

quite poor at lower levels of voice part but increases gradually until the value of voice part is 50%. However as the 

voice percentage is increased the quality remains constant afterwards (till v100%).  Results suggest that the percentage 

of voice part plays an important part for the quality of speech. With no voice part the quality is quite poor. Further the 

results prove that HNM is an excellent model for children speech. Also the worst and best speech quality is not same 

for male and female children speakers. 
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I. INTRODUCTION 

 

Speech generation is one of the most important areas of research in speech signal processing which is now gaining a 

serious attention.  The attributes of speech signal are so fascinating that we rarely pause to define it. Speech is the most 

natural kind of communication different forms of information to the listener. Among them, the content of the message 

is most important nevertheless, other information like the emotion, gender and identity of speaker is also an essential 

part in the oral swap over of communication [1]. Figure 1 shows the different parts of human articulatory system. The 

speech signal is generated from human articulatory system and perceived through ears. Speech is a natural form of 

communication in human beings and seems as natural to humans as walking, and only less so than breathing [2]. Brain 

arranges thoughts into sequence of words for articulation. The indistinguishable units that constitute words are called 

phonemes. The pronunciation of phonemes depends upon contextual effects, speaker characteristics and emotions [3]. 

Human speech is dynamic rather than static, as the articulators keep moving during  articulation this fact leads to an 

assumption that we begin to articulate the next segment before completing the previous one [4]. Speech signal 

processing has many efficient and intelligent applications, like speech recognition, speaker transformation and text-to-

speech (TTS) systems [6]. 
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Fig. 1 Anatomy of the human speech production system. 

 

II. RELATED  WORK  

 

Research on Indian languages has been used for developing Text-to-Speech synthesis systems for few Indian languages 

like Hindi, Tamil, Kannad, Marathi, and Bangla. Speech is an information rich signal exploiting frequency modulated, 

amplitude modulated and time modulated carriers such as resonance, harmonics and noise, pitch intonation, power, and 

duration to convey information [7]. Information in speech signals is primarily occupied in 4 KHz telephone bandwidth 

and above that speech energy conveys quality and sensation [6]. Figure 1 shows the outline anatomy of the human 

speech production system. It consists of the lungs, larynx, vocal tract cavity, nasal cavity, teeth, lips, and the connecting 

tubes. The process of speech production begins with exhaling air from the lungs. This air sounds like a random noise 

with no information, if exhaled without subsequent modulation. The air is frequency modulated by closing and opening 

of the glottal folds. This signal is applied to the vocal tract which is further shaped by the resonance of the effects of the 

nasal cavities and the teeth and lips. Speech will sound like a random noise with no information if the air is exhaled 

without modulation. The frequency of closing and opening of glottal fold determines the type of information in speech 

signal. These signals are the passed to vocal tract as excitation signal which shapes the resonance of the vocal tract and 

the effects of the nasal cavities, teeth, and lips [8-10]. A lot of studies have been carried out on adult vocal tract, but 

only few on the children vocal tract. Since the infants vocal tract is a miniature version of adults. Therefore vocal tract 

is expected to grow in different manner and different timing. Effect of the proportion of harmonic and noise part on the 

quality of synthesized speech using HNM in hindi language reveals that with 50% voice part the optimum noise 

percentage for acceptable speech quality is found to be 40%. As the percentage of voice part is increased beyond 50%, 

the speech quality doesn’t degrade even if the noise part is increased. Further, the optimum percentage of the noise part 

for good speech quality has been found speaker and phoneme dependent as well [11]. Hindi is one of the prominent 

languages in India and belongs to Indo- European language of the indo Aryan subfamily while dogri is spoken in the 

regions like Jammu, parts of Kashmir, Himachal, and northern Punjab. Dogri was given the honor of the national 

language on 22nd December, 2003. Dogri was given the honor of national language on 22nd December, 2003.  The 

objective of this paper is to determine the effect of varying the percentage of voice parts on the perception of speech of 

children in Dogri language synthesized by harmonic plus noise (HNM) model. The brief detail on the synthesis model 

of HNM has been discussed in section 3. Tools and techniques have been described in section43, Results and 

discussions are presented in section 5 and the conclusions in section 6. 

 

III. HARMONIC PLUS NOISE MODEL 

 

HNM which was developed by Stylianou et al. [9] and it is used for high quality time/pitch scale modification of 

speech and voice transformation. Techniques developed for the synthesis of speech like Hidden Markov Models 

(HMM), Mel frequency Cepstral Coefficients (MFCCs), Line Spectral Pairs (LSPs), and Harmonics plus Noise Model 

(HNM) are widely used to model spectra in many synthesis and conversion systems.  
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For HNM synthesis as shown in fig. 2, the center-of-gravity is used for eliminating the inter-unit phase mismatches. 

Prosody (fundamental frequency F0, duration, and amplitude) may be altered as desired. Around unit concatenation 

points, we smooth the HNM parameters in order to minimize residua discontinuities (after unit selection) by employing 

a simple linear interpolation over a small number of frames. The actual synthesis is done following the overlap-and add 

paradigm. For each frame, the noise part is high-pass filtered according to the maximum voiced frequency found during 

analysis (that is zero for unvoiced speech). Also, the noise part is modulated by a parametric triangular envelope 

synchronized in time with the pitch period [12]. The harmonic part and noise part constitute the quasi-periodic 

components and non-periodic part respectively [12].HNM decomposes speech into two components: a harmonic 

component and a noise component. HNM expresses the sampled speech signal s[n] as the sum of two components: 

sh(t)and, sn(t) which correspond to the harmonic and noise, or stochastic, components of the signal, respectively. 
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The frequency that separates the two bands is called maximum voiced frequency Fm.. The lower band represents the 

signal by harmonic sine waves, slowly varying in amplitudes and frequencies: 

        (4) 

where al (t) and Ɵl (t) represent the amplitude and phase at time t of the l
th

 harmonic, while wol(t) are the fundamental 

and time-varying number of harmonics included in the harmonic part. AR model represents the upper band constituting 

the noise part modulated by the time domain amplitude envelope. The noise part n '(t) is obtained by filtering a white 

Gaussian noise b(t) by a time varying, normalized all-pole filter h (τ: t) . The result obtained is multiplied by an energy 

envelope function w (t): 

n '(t)=w(t) [h(τ; t)*b(t)]           (5) 

 

In addition to obtaining the maximum voiced frequency Fm, other parameters like voiced/unvoiced, amplitudes and 

phase of harmonics of fundamental frequency (pitch), glottal closure instants, parameters of noise part, and pitch are 

calculated for each frame. Figure 2 depicts the analysis using HNM. Speech signal is fed by the voicing detector which 

states the frame either voiced or unvoiced. HNM analysis is pitch synchronous so their lies the exact inference of the 

glottal closure instances (GCIs) [12]. GCIs can be calculated either by means of the speech signal or electroglottogram 

(EGG). Speech signal or EGG is given at the input side of GCI. Maximum voiced frequency F m is calculated for each 

voiced frame. The analysis frame is taken twice the local pitch period. Form each GCI the voiced part is analyzed for 

calculating amplitudes and phase of all the pitch harmonics up to F m. The synthesized portion of the voice part is 

calculated from equation (4) for obtaining noise parameters while the remaining fraction obtained as result of the 

subtraction of the noise from the speech signal is the voiced part. Noise part is later analyzed for the LPC coefficients 

and energy envelope. For both voiced and unvoiced frames the length of the analysis window for noise part is taken as 

two local pitch periods. However for unvoiced frames the local pitch is the pitch of the last frame and for voiced frames 

the local pitch is the pitch of the frame itself and [12]. The addition of the synthesized speech.HNM based synthesis can 

be used for good quality output with relatively small number of parameters. Using HNM, pitch and time scaling are 

also possible without explicit estimation of vocal tract parameters [12]. Speaker transformation and voice conversion 

method has been a hot area of research in speech processing research for the last two decades [13-16]. These techniques 

are also implemented in the framework of the HNM system, which allows the high-quality modifications of speech 

signals. In comparison to earlier methods based on the vector quantization, HNM based conversion scheme results in 

high quality modification of speech signal [15]. 
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  Fig.2 Synthesis of speech using HNM [12] 
 

Harmonics are represented by the lower band and modulated noise is represented by upper band. These validations are 

useful from perception point of view which leads to simple speech model, providing high quality synthesis and 

modification of the speech signals [16-20].  Research has shown that all vowels and syllables can be produced with a 

better quality syllables by the implementation of HNM [21]. Results obtained from many speech signals including both 

male and female voices are quite satisfactory with respect to the background noise and inaccuracies in the pitch [22]. 

 

IV. METHODOLOGY 

 

The research work is divided into two major parts. Figure 3 shows the block diagram of the research methodology.    

In first part speaker selection, speech recording and segmentation is done, while in the second part analysis-synthesis of 

speech has been performed by using HNM model and objective evaluation of speech quality has been estimated by 

perceptual evaluation of speech quality (PESQ). Eight different phrases in Dogri language are recorded using 

Goldwave software at the sampling rate of 16,000 KHz. The material was recorded in an acoustically treated 

environment and segmented and labeled manually using Praat software. HNM based speech synthesis of Dogri 

language is carried out in this research work taking six speakers in the age group of 3-6 years using HNM algorithm. 

The deviation between the original and HNM synthesized speech were analyzed. Second aspect of the investigation is 

to estimate the effect of voice percentage on children speech signal in Dogri language. Perceptual Evaluation of Speech 

Quality (PESQ) one of the methods for objective has been used for the comparison of the original and synthesized 

speech quality. It predicts subjective MOS score by comparing the synthesized speech with original version of the 

speech signal [23].   
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Fig. 3. Block diagram representation of proposed methodology 

 

V. RESULTS AND   DISCUSSIONS  

 

The histograms in figure 4 show the quality of speech signal at different percentage of voice and noise level (v1-10% at 

n100%) for all the six speakers. The horizontal axis shows the percentage of voice and noise part e.g. v1 indicates .01% 

voice part) and the vertical axis represents its corresponding PESQ score (speech quality). sp1, sp3, and sp5 correspond 

to male speakers while female speakers are labelled as sp2, sp4, and sp6.  From the histograms as shown in figure 4 the 
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range of voice part from v1-v10%, it can be analyzed that the quality of the speech signal increases substantially for all 

speakers (sp1-sp6).  
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Fig.4. PESQ score of six speakers for v1-v10% at n100% 

 
Figure 5 shows different plots for different percentage of voice part (v1-v100) of the speech signal for speaker1 (sp1) 

synthesized by HNM at different level of voice part with fixed noise percentage added to it. From the histograms it can 

be analyzed that voice part serves as an important constituent in speech signal.  With no voice added there is no sound 

heard even at 100 percent noise part. For constant noise part (100% noise) there is a gradual but considerable increase 

in speech quality as the percentage of voice part increases from 2% till 10 %. However beyond 10% voice level quality 

increases slightly till a proportion of 50% voice part has reached. The quality becomes quite appreciable (more than a 

PESQ score of 3) after 50% voice proportion has reached and remains almost same till a percentage of 100 % voice 

part. This shows that at least 50 % voice part is needed for appreciable speech quality. This can be seen from the 

histogram plotted for all the six speakers at v50% n100 in figure 6. From the plot it is clear that for all the speakers the 

quality of signal is appreciable thus HNM proves to be a robust model for children voice as well. 
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Fig. 5. PESQ score obtained at different level of voice ranging from v1 to v100 and constant noise level (n100) for sp1

 
 

Fig. 6. Mean and standard deviation of all the HNM synthesized speech of all the six speakers at v50n10. 
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VI.  CONCLUSION  

 

Research work is carried out to evaluate and compare the quality of synthesized speech of children in Dogri language. 

The effect of the proportion of voice part on the synthesized speech quality and intelligibility has been discussed. HNM 

has been used as analysis and synthesis platform and PESQ as the evaluation method for the speech quality. The results 

show that voice part serves as an important component in the speech signal. As the voice percentage is increased the 

quality increases, however the quality of the children speech obtained shows a substantial increase until the value of 

voice part reaches 50% and later shows a slight increase till v100%. From the results it is quite apparent that HNM 

model proves a robust model for children speech as it synthesizes all the voices quite clearly. This sheds light on a 

significant result that HNM model works well with children voice as well as it synthesizes all the voices quite clearly. 

At 1% voice level shows 0% PESQ score. The worst quality of speech is obtained in between the range from v1n100 to 

v10-n100 and the best quality of speech is seen in the range from v50n100 to v100n100. Further from the results 

obtained for all the six speakers (sp1–sp6) it has been seen that the quality of speech signal is speaker dependent, i.e. 

the worst and best quality is not same for both male and female children speaker. 
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