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ABSTRACT: We present a new frame of lung parenchyma Segmentation. The parenchyma execution is based on 

global threshold value method and boundary tracking method. The parenchyma scheme to represent the lower CT value 

of overall lung. The parenchymal lung images segmentation was based primarily on that the CT lung parenchyma 

density was lower, while the pleura surrounding soft tissue, mediastinum, bone and others’ are higher. The automatic 

segmentation process in this article includes global threshold binarization, the boundaryis extracted to remove the 

background of the trunk area, threshold binarization after get rid of the background, lung area repair lung parenchyma 

extraction, and so on. The optimal threshold value method for each site CT images to automatically generate optimal 

threshold value. After threshold segmentation, there is still strip external interference in the outside region of the human 

trunk. To perform segmentation of the lungs using a technique that selects an optimal threshold for a given cancerous 

patient by comparing the curvature of the lung boundary to that of the ribs. Optimal thresholding to automatically select 

a segmentation threshold for the image volume. The segmented CT image is classified using the K-NN classifier 
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I. INTRODUCTION 

One of the basic and most representational algorithms in image segmentation is Thresholding segmentation. 

For the greyscale image in which the objects and background are in varied level, the specified segmentation is 

intuitionistic and easily applicable [1]. It is divided into two types global threshold and local threshold. If the pixels in 

the image are segmented with same threshold, then it is known as global threshold method; if the pixels are segmented 

with different thresholds, it is known as local threshold method. Choosing the threshold value is the main key of 

thresholding segmentation. Threshold can be chosen easily by making it a constant. In order to obtain a fixed, sufficient 

and better segmentation, the background and foreground of image should be in various gray levels [2]. One of the most 

popular in image segmentation techniques is multilevel thresholding. It is a straightforward and effective approach. It is 

also used in the field of Pattern recognition and computer vision. Multilevel Thresholding is divided into two main 

groups: Parametric and non-parametric approaches. In order to fit the greylevel distribution of the image in parametric 

approach a statistical model is needed to assume first[3]. A histogram is designed which pictorially represents the set of 

parameters that control the fitness. By optimizing an objective function the thresholds can be chosen in non-parametric 

model. The approach that has been proven as robust and more accurate is non-parametric one [4]. 

A very popular non-parametric thresholding technique is Otsu’s method. In this the multilevel thresholding is 

used to determine various thresholds so that the image can be segmented into several clusters. Otsu’s method is an 

extension to multi-threshold version. If the number of segmented clusters is large then it suffers from a serious 

drawback [5]. In order to reduce the computational cost for multilevel thresholding several versions of Otsu’s method 

have been developed. The main aim of multilevel thresholding is to segment objects of interest from their background. 

A non-parametric method that is used for classification and regression in pattern recognition is, the K-Nearest 

Neighbours algorithm (k-NN) [6] .In this case, k closest training samples are given as input, whereas the output lies on 

the chosen method i.e., it varied depends on whether k-NN is used for classification or regression. The output can be 
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assigned to the class as a positive integer. An object is assigned to the single nearest neighbour, if the value of k=1.It is 

a type of instance –based learning or lazy learning and is also a simplest of all machine learning algorithms. In k-NN 

classification the neighbours are chosen to which the objects property value is known. The main property of k-NN 

algorithm is Feature extraction. The input data would be transformed into a reduced representation set of features 

(features vector) if the input data is too large to an algorithm. Feature extraction is defined as an transformation of input 

data into the set of features. The transformed data in feature space is chosen, in that feature extraction is performed on 

raw data. One of the best examples for computer vision computation pipeline using k-NN which includes feature 

extraction and dimension reduction is Haar face detection, Mean-shift tracking analysis, PCA or Fisher LDA projection 

[7].In order to estimate the continuous variable in k-NN regression, the k-NN algorithm is used. It uses an weighted 

average that is derived by the inverse of distance [8]. The steps to implement the algorithm is 

 Euclidean distance is computed in prior from the query and is labelled 

 Inorder to increase the distance the labelled query is ordered. 

 Optimal No. of k nearest neighbours is chosen by using cross validation. 

 Finally, an inverse distance is calculated with the k-nearest neighbours.    

According to the world health report of the World Health Organization(WHO) in 2004, the most common 

cause of death is due to Lung cancer. It causes 1.3 million annual deaths worldwide in 2006. The following 

methods are allowed for early detection of cancer is helical low-dose CT (Computed Tomography) scan, x-ray, and 

bronchoscopy. Also some other non- invasive imaging techniques such as radio- graphy and computed tomography 

(CT) is used for detection of lung cancer. Tools such as computer-aided detection/diagnosis (CAD/CADx) are 

developed in order to support the specialist physician. The lung nodules can be easily identified from digital images so 

that a series of measurements can be executed [9]. 

The main aim of Lung nodule image segmentation is to detect lung nodules by the use of computed 

tomography. Nodules can be visible through X-ray and they are typically asymptotic. The size ofthe nodule is usually 

smaller than 3–4 cm in diameter (no larger than 6 cm) and is always surrounded by normal, functioning lung tissue. 

The intensity ranges from -300 to 0 HU and are fairly common on X-ray images of chest. One of the primary lung 

cancer tumours from the parts of the body is pulmonary nodules.  To obtain the partition efficiently and to segment the 

structures with features similar to lung nodules an algorithm named the growing neural gas (GNG) is used. Also, a 

transformation technique known as distance transform which is connected to blood vessels and bronchi is used to 

divide the segmented features. Finally, to classify the structures in Lung nodules an support vector machine (SVM) is 

used along with their set of shape and texture features [10]. 

II. PROPSED SYSTEM 

 

The main objective of the proposed system is to produce the following: 

 

 

 

 

 

 

 
 

 

Fig1: Overall System diagram 
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The algorithm for the global thresholding is as follows 

 

                An image f(x, y) and z (i, j) is the grey scale value in pixel. The threshold value is calculated based on the 

following steps 

 

Step1: Calculate the minimum and maximum of gray scale value with respect to zi and zj. 

 

Step2: Initial threshold values is as T0=(zi+zj)/2. 

 

Step 3: Tk segments the image based on the mean obtained from the grey scale value of Z0 and ZB. 

 
      ∑ z (i, j) × N(i, j) 

z (i, j) <Tk 

       Z0   =   _________________________________ 

 

   ∑ N (i, j) 

z (i, j) <Tk 

 

      ∑ z (i, j) × N(i, j) 

z (i, j) >Tk 

       ZB   =   _________________________________ 

 

   ∑ N (i, j) 

z (i, j) < T 

 

 

Step4:Calculate the new threshold tk+1,tK+1=(z0+zB)/2 

 

Step5:if Tk=Tk+1,end;else k=k+1; goto step 2. 

 

Step6:After the end of step 4,Tk is the best threshold value. 

 

A.FIRST LEVEL GLOBAL THRESHOLDING 

 
CT image is given as input to the first level of global thresholding. The threshold is based on the maximum and 

minimum gray scale value of an image. The initial threshold value is obtained from the sum of the maximum and 

minimum gray scale value divide by the 2.The Threshold value is set T value .After the thresholding the input image is 

segmented as look like in image .This first level thresholding extract the parenchyma regions  
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B. SECOND LEVEL GLOBAL THRESHOLDING 
 

First level o thresholding is given as input to the second level of global; thresholding. The threshold is based on the 

mean value obtained from the segmented image 

 

 ∑ z (i, j) × N(i, j) 

z(i,j)<Tk 

Z0=   _________________________________ 

∑ N (i, j) 

z(i,j)<Tk 

 

      ∑ z (i, j) × N(i, j) 

z(i,j)>Tk 

ZB   =   _________________________________ 

 

∑ N (i, j) 

z(i,j)<T 
 

The new thresholding value is obtained for the next segmentation from the Tk+1 value.The Tk+1 value is calculated 

until it is equal to the tk value.The output of the Second level global thresholdingIt removes all the noises and the trunk 

portions of the image. 

 

       
 

 
C. K-NN classifier 

The output of the second level global thresholdingis subjected to classify the presence of lung nodule in the 

image.The K-nearest neighbour’s algorithm is a method forclassifying objects based on closest training 1. A positive 

integer k is chosen K-Nearest Neighbours (KNN) classification divides data into For each row of the test set, the K 

nearest (in Euclidean distance) a test set and a training set 

 

         

III. CONCLUSION  

 

The proposed model which uses multilevel thresholding for segmentation.The multilevel thresholding which has 

two levels of thresholding. The first level threshold image is given a input to the second level thresholding. This 

multilevel segmenting removes the noise and trunk regions and provides the parenchyma region. This multiple 

thresholding segmentation of parenchyma region achieves better result than the other thresholding method. The 
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segmented image is classified based on the K-NN classifier. This classifier classifies the lung nodule based on the 

Euclidean distance. The distance is a simple calculation method which reduces the cost and runtime.The results show 

that the proposed method provides better quality for the nodule identification 

IV. FUTURE ENHANCEMENT 

 

The proposed scheme only segments and classifies the lung nodule is cancerous or non cancerous. In future 

the size of the nodule is going to be identified to predict the growth of the nodule. Different classifiers are also 

employed to classify the nodules much accurate than the K-NN 
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