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ABSTRACT:  User perceived latency has become a potential problem due to the increase in internet traffic. Web caching is 

an effective means of reducing user perceived latency. Web prefetching is an attractive solution  which relies on web 

caching to reduce access latency. There are two kinds of algorithms that are currently used for prefetching i.e., linear 

algorithms and data mining algorithms. Web prefetching reduces user access time, but it requires more bandwidth and an 

increase in the network traffic. Performance measurement of prefetching techniques is primarily in terms of hit ratio and 

bandwidth usage. The important factor in deciding a prefetching algorithm is its ability to choose objects to be fetched in 

advanced. In this paper, a detailed analysis of various existing prefetching algorithms have been proposed.  
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I. INTRODUCTION 

Web caches are widely used in the current Internet environment to reduce the user-perceived latency of object requests. One 

example is a proxy server that intercepts the requests from the clients and serves the clients with the requested objects if it 

has the objects stored in it; if the proxy server does not have the requested objects, it then fetches those objects from the web 

server and caches them, and serves the clients from its cache. Another example is local caching that is implemented in web 

browsers.One way to further increase the cache hit ratio is to anticipate future requests and prefetch these objects into a 

local cache. On the other hand, prefetching consumes more network bandwidth. Venkataramani et al.  mentioned that 

system resources in terms of bandwidth usage and response time in terms of hit ratio are not directly comparable quantities. 

In this paper, by considering that network bandwidth usage is cost and hit ratio is the performance of prefetching, we 

introduce a concept which defines our notion of the value of  prefetching by measuring the balance between the response 

time improvement and the extra amount of system resources consumed by prefetching compared to demand caches. The 

problem with prefetching is it will increase network traffic. It will be useful only if the prefetching is done at idle time i.e., 

when the network traffic is very low. Intuitively, to increase the hit rate, we want to prefetch those objects that are accessed 

most frequently; to minimize the bandwidth consumption, we want to choose those objects with longer update intervals. We 

assume unlimited cache sizes for both on-demand and prefetching cases in this paper. Various algorithms have been 

currently used for prefetching web objects which are well accepted. In this paper, we are going to discuss what are the 

various issues involved in choosing a prefetching algorithm. Linear prefetching algorithms which are well known are 

Popularity, Good Fetch, APL characteristic, Lifetime, H/B greedy, Hit rate greedy, bandwidth greedy and H/B optimal [3]. 

This paper also discusses some of the data mining algorithms which rely on the anchor texts. Their performance can be 

measured using the different criteria discussed. 
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II. EXISTING PREFETCHING ALGORITHMS 

 

2.1. Top 10 Approach  

 

Markatos et al. [1] suggested a “Top Ten” criterion for prefetching web objects, which keeps in cache the ten most popular 

objects from each web server. Each server keeps records of accesses to all objects it holds, and the top ten popular objects 

are pushed into each cache whenever they are updated. Thus, those top-ten objects are kept “fresh” in all caches. A slight 

variance of the “Top Ten” approach is to prefetch the most popular objects from the entire system. Since popular objects 

account for more requests than less popular ones, Prefetch by Popularity is expected to achieve the highest hit rate [2][3]. 

  

2.2. Domain Top Approach  

  

Seung Won Shin et al.  proposes a domain top approach for web prefetching, which combines the proxy’s active knowledge 

of most popular domains and documents.In this approach proxy is responsible for calculating the most popular domains and 

most popular documents in those domains, then prepares a rank list for prefetching.  

 

2.3. A Keyword based semantic prefetching approach in internet news services 

  

This proposes a key word based sematic prefetching ,in which prediction of future requests are based on semantic  

references of past retrieved web documents.This technique is applied to internet news services , it finds out sematic 

preferences by analyzing keywords in URL anchortext of previously accessed documents in different news categories. It 

assumes a proxy is running behind the web browser keeps track of clients characteristics and find out semantic relation 

between the documents. 

 

2.4 . Semantic Link Prefetcher algorithms 

 

A Semantic Link Prefetcher was proposed  to utilize the 

semantic link information associated with the current Web page hyperlinks to predict the Web objects to be prefetched 

during the limited view time interval of the current Web page.  A transparent and speculative algorithm was proposed for 

content based Web page prefetching with the assumption that textual information in both the visited pages and the followed 

links were influential in determining the preferences of a user. A novel non-intrusive Web prefetching system has been  

proposed  to avoid the interference between prefetch and demand requests by effectively utilizing only the spare resources 

on the servers and network. The system was deployed without making any modifications to the Web browser, HTTP 

protocol and the network. In another paper,  a client-based Web prefetching system was proposed that used detection theory 

to determine the threshold value for selecting the Web documents to be prefetched.   

 

2.5. PPM Models 

 

PPM models were commonly used in Web prefetching for predicting the user’s next request by extracting useful  knowledge 

from historical user requests. Factors such as page access frequency, prediction feedback, context length and conditional 

probability influence the performance of PPM models in prefetching. An online PPM model based on non compact suffix 

tree was implemented in [4][5] that used maximum entropy principle to improve the prefetching performance. A novel PPM 

model based on stochastic gradient descent was proposed that defined a target function to describe a node‟s prediction 

capability and then selected a node with maximum function value to predict the next most probable page. 

 

2.6. Markov Models 

Markov models were effectively used in Web prefetching by   utilizing the information gathered from Web logs. In [5][6] 

different techniques were presented for intelligently selecting the parts of different order Markov models to create a new 
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model with reduced state complexity and improved prediction accuracy. Three schemes of pruning (support, confidence and 

error) were presented to prune the states of All-K th  order markov model. A Markov–Knapsack approach was proposed  

that combined Multi-Markov Web-application centric 

 

2.7. Prefetch by Lifetime 

 

 Prefetching objects leads to extra bandwidth consumption, since in order to keep a prefetched object “fresh” in the cache, it 

is downloaded from the web server whenever the object is updated. Starting from the point of view of bandwidth 

consumption, it is natural to choose those objects that are less frequently updated. Prefetch by Lifetime [2][3], as its name 

indicates, selects m objects that have the longest lifetime, and thus intends to minimize the extra bandwidth consumption. 

 
2.8. Good Fetch 

 

 Venkataramani et al. [7] proposed a Good Fetch criterion that balances the access frequency and update frequency (or 

lifetime) of web objects. In the Good Fetch algorithm, the objects that have the highest probability of being accessed during 

their average lifetime are selected for prefetching. Assuming the overall object access rate to be a, the frequency of access to 

object i to be pi , and the average lifetime of this object to be li, the probability that object i is accessed during its lifetime 

can be expressed as 

 

Pgoodfetch = 1 – ( 1 – pi )
ali 

 

The Good Fetch algorithm prefetches a collection of objects whose Pgoodfetch exceeds a certain threshold. The intuition 

behind this criterion is that objects with relatively higher access frequencies and longer update intervals are more likely to 

be prefetched, and this algorithm tends to balance the hit rate and bandwidth in that it increases the hit rate with a moderate 

increasing of bandwidth usage. Venkataramani et al. [7][8] argued that this algorithm is optimal to within a constant factor 

of approximation. However, it could behave inefficiently under some specific access-update patterns. 

 

It is observed that when an object  is prefetched, the hit rate is increased from api li /(api li + 1) to 1 which is 1/ f(i) times the 

bandwidth of object under on-demand caching. Prefetching an object leads to the same relative increase on its hit rate and 

bandwidth consumption. A prefetching algorithm  uses the hit rate and bandwidth of on-demand caching as a baseline for 

comparison and as they are constants, the H/B metric is equivalent to: 

 

 
 

 

Where hi     and        b I   are hit rate and bandwidth of object , respectively. 

 

Consider the H/B  value of on-demand caching: 

 

 
 

What a prefetching algorithm does is choose an appropriate 
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subset of objects from the entire collection – for each of those prefetched objects, say object i, we simply change the 

corresponding f(i) term to 1 in equation (2). Our H/BGreedy algorithm aims to select a group of objects to be prefetched, 

such that the metric would achieve a better value than that obtained by any other algorithm. Since the object characteristics 

such as access frequencies, lifetimes, and object sizes are all known to the algorithm, it is possible that, given a number n, 

we could select n objects to prefetch such that H/B reaches the maximum value for the given number ✴ and this maximum 

value will be greater than the value obtained using any existing algorithm. This optimization problem can be formalized as 

finding a subset of size n from the entire collection of objects,  such that H/B is maximized. 

 
2.10  Hit Rate-Greedy prefetching 

 

Sometimes it is desirable to maximize the overall hit rate given the number of objects to prefetch,  Jiang et al.  claimed that 

Prefetch by Popularity achieves the highest possible hit rate. However a special form of our Objective-Greedy algorithms 

would actually obtain higher hit rate than Prefetch by Popularity. 

 

 
 

2.11 Bandwidth-Greedy prefetching 

 

Another optimization problem in prefetching is to minimize the excessive bandwidth consumption, given the number of 

objects to prefetch. Intuition may suggest that Prefetch by Lifetime has the least bandwidth usage . However, by applying 

our Objective-Greedy principle with bandwidth as the objective, we get an algorithm that results in even less bandwidth 

consumption. Using analogous reasoning to that for the Hit Rate-Greedy algorithm, the extra bandwidth contributed by 

prefetching object I is: 

 
 

III. H/B-OPTIMAL PREFETCHING 

 

The optimal prefetching approach that achieves the highest H/B value given the number of objects to prefetch. The goal is 

to select a subset of m objects to prefetch, such that the objective H/B is maximized.  
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IV.CONCLUSION 

 

Simulations have shown  that H/B-Greedy prefetching beats Prefetch by Popularity, Good fetch, Prefetch by APL, and 

Prefetch by Lifetime in terms of H/B for any number of prefetched objects, as expected. This is because the object selection 

in H/B-Greedy prefetching is always guided by the objective H/B. The gain by H/B-Greedy over Good Fetch (APL) 

prefetching is more significant when the number of prefetched objects is relatively small compared to the total number of 

objects. H/B-Greedy, and H/B-Optimal initially ascend to some highest values as the number of prefetched objects 

increases, and then gradually descend and converge with other curves. The reason for this scenario is that when the 

prefetched number is relatively small, the algorithms that 

use balanced metrics (Good Fetch (APL), H/B-Greedy, and H/B-Optimal) have better chances to choose those objects that 

contribute the largest goodness for the balanced metric. Specifically, Good Fetch (APL), H/B-Greedy, and H/B-Optimal 

have better chances to choose those objects that have the largest values of , the largest values of increase factor, and the best 

contribution to improving  respectively. 
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