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ABSTRACT: The most efficient way to manage and obtain useful information from the database is one of the emerging 

trends nowadays. The quantity of data stored in the database is getting increased daily.We need some method to manage all 

the information. In this paper we discuss the current and future trends of mining the data and the challenges to overcome in 

future 

 

I.INTRODUCTION 

 

The quantity of data  created everyday is more than a Exabyte.So it is very difficult to manage the data and it 

opens a new challenging area. It is very difficult to manage the data in real time  such as sensor networks,network 

monitoring etc.In the data stream model, data arrive at high speed, and we need efficient algorithms that process data.In 

addition due to this size and level of structure it is not possible to analyze traditional databases and methods in an efficient 

way.These kinds of big data problems require new tools and technologies to store ,manage and realize the benefit.The high 

volume of data is one of the characteristics of big data.Since most of the bigdatais unstructured and semi structured it 

requires techniques and tools to process and analyze. This paper proposes various algorithm design based on their space 

and time.We need to deal with resources in an effcient and low-cost way. Data stream mining consider the factors of 

amount of accuracy,space and the time required to predict.By storing more information in the look-up tables and adjusting 

the time and space we can get the efficieny  algorithm which works very faster. 

One more issue in managing data stream information is cost in terms of space and money.Many rental cost options 

are provided by various web services such as Amazon Elastic Compute Cloud (Amazon  

EC2) which gives resizable capacity of memory. GoGrid is a web service similar to Amazon EC2, but it charges by RAM-

Hours.In [1, 2] the use of RAM-Hours was introduced as an evaluation measure of the resources used by streaming 

algorithms. very GB of RAM deployed for 1 hour equals one RAM-Hour. 

One of the  challenging task is the structured pattern classification problem. Patterns may be itemsets,sequences, 

trees and graphs. The structured pattern classification predict to a particular class and develop a model to identify the future 

pattern of the input.Classification problem deal the vector data also.To apply the data to the different pattern such as trees 

and graphs we have to convert the standard classification problem into vector classification problem by applying various 

transforming techniques. 

 

While classifying the data the dataset may have more than a number of attributes.We can reduce the number of 

attributes by performing feature selection. One way to deal with a structured output classification problem is to convert it to 

a multilabel classification problem, where the output pattern y is converted into a set of labels representing a subset of its 

frequents subpatterns. 
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II. HADOOP 

 

Cloud computing is one of the emerging technique which  allows consumers and businesses to use applications 

without any installation and access their files at any computer with internet access. We can do efficiently by centralizing 

storage, memory, processing and bandwidth. Since we have to pay only for service and its usage it is a reliable and 

inexpensive option for association rule mining. 

Hadoop is a technology which provide scalability and reliability option for to a distributed system.  Hadoop 

provides tools for analyzing both structured and unstructured data.  MapReduce and HDFS of Hadoop use simple, robust 

techniques on inexpensive computer systems to deliver very high data availability and to analyze enormous amounts of 

information quickly[3]. The reliable part of mining is taken care by the Hadoop framework. Thus the association rule 

mining is done on Hadoop and cloud so that outcome is a reliable and efficient. Mining association rules may require 

iterative scanning of large transaction or relational distributed databases, which is quite costly in processing.   It aims to 

show that Hadoop along with cloud computing can be considered as an option for association rule mining. [3]As with 

increase of data set and increase of items in the candidate set all the data cannot be kept and managed on a single computer. 

It also shows that the scalability of Hadoop system with respect to increase in number of candidate sets and input data.  

 One way to increase the speed of mining is distributing the work into several machines. A MapReduce  technique  

splits the input data-set into independent chunks which are processed by the map tasks in a completely parallel manner. The 

map, maps the job into key and value.  The framework sorts the outputs of the maps, which are then input to the reduce 

tasks. The input of reduce and output of map must have same type. Typically both the input and the output of the job are 

stored in a file-system. The output from the „map‟ is stored in the temporary file in the HDFS, after completion of the all 

the map reduce task the file is converted into the permanent one. The framework takes care of scheduling tasks, monitoring 

them and re-executes the failed tasks.  

 MapReduce reflects the pattern for preprocessing Bigdata and extracting only the data we need. 

The MapReduce [3] framework operates exclusively on <key, value> pairs, that is, the framework views the input 

to the job as a set of <key, value> pairs and produces a set of <key, value> pairs as the output of the job. It is not necessary 

that the output of map and output of reduce both be of the same type. They can be of different data types.Hadoop is a free, 

Java-based programming framework that supports the processing of large data sets in a distributed computing environment. 

Hadoop is designed to run on a large number of machines that don't share any memory or disks. The MapReduce 

framework sorts the outputs of the maps, which are then given as input to the reduce tasks. Both the input and output of the 

job are stored in the filesystem[9]. This paper uses a Newman parallel search algorithm based on MapReduce, to improve 

the processing speed of massive data[10]. The test proves that the parallel algorithm is scalable to large data sets in this 

paper. It creates clusters of machines and coordinates work among them. Hadoop consists of two key services: reliable data 

storage using theHadoop Distributed File System (HDFS) and high-performance parallel data processing using a technique 

called Map/Reduce.  It was designed for clusters of commodity, shared-nothing hardware.Even if a machine fails, Hadoop 

continues to operate the cluster by shifting work to the remaining machines. It automatically creates an additional copy of 

the data from one of the replicas it manages.  

 

III.CONCLUSIONS 

 

This paper proposes various technique that manages real time big data.We have discussed the challenges that can be made 

in future for dealing with the big data. This paper also proposes techniques to overcome structured classification. This paper 

proposes map/reduce technique to handle the real time applications.Hence hadoop technology provides scalabilty and 

reliability to manage large amount of data in real time applications. 
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