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ABSTRACT: In unstructured peer-to-peer networks, every node doesn't have world data regarding the entire topology and 

also the location of different nodes. Search algorithms to find the queried resources and to route the message to the target 

node. Flooding and RW square measure 2 blind search algorithms by that question messages square measure sent to 

neighbors with none information regarding the potential locations of the queried resources. Both algorithms are not suitable 

to route a message to target in effective manner. The proposed algorithm is dynamic search (DS), which is a generalization 

of flooding and RW. Dynamic Search uses a knowledge-based search mechanism that is Adaptive Probabilistic Search 

(APS). Each node could relay query messages more intelligently to reach the target node. 

 

I.INTRODUCTION 

 

Dynamic property of unstructured  the whole topology and the location of queried resources.[7] Search algorithms 

to route the message to the target node. It can be classified into two categories: breadth first search (BFS)-based methods, 

and depth first search (DFS)-based methods. 

 

These 2 kinds of search algorithms tend to be inefficient, either generating an excessive amount of load on the system or 

not meeting users’ necessities. stochastic process (RW) may be a conservative search algorithmic rule, that belongs to DFS-

based strategies. By RW, the question supply simply sends one question message (walker)to at least one of its neighbors. If 

this neighbor doesn't own the queried resource, it keeps on causation the walk at least one of its neighbors, apart from the 

one the question message comes from, and thus, the search value is reduced. Moreover, the success rate of 

every question by RW is additionally low because of constant coverage issue [1]. Increasing the quantity of walkers would 

possibly facilitate improve the search time and success rate, however the result is restricted because of the link degree and 

redundant path.[13] 

 

II. RELATED WORKS 

 

Flooding and RW square measure 2 typical samples of blind search algorithms by that question messages square 

measure sent to neighbors with one data concerning the attainable locations of the queried resources or any preference for 

the directions to send. another blind search algorithms embody changed BFS (MBFS), directed BFS, increasing ring [2], 

and random periodical flooding (RPF) Knowledge-based search algorithms cash in of the data learned from previous search 

results and route question messages with totally different weights supported the data [5]. 
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III. DYNAMIC SEARCH ALGORITHM 

 

3.1 Operation of Dynamic Search Algorithm 
DS is designed as a generalization of flooding, MBFS, and RW. There are two phases in DS [9]. 

 

3.1.1 Phase 1. When  h < n 

 

DS acts as flooding or MBFS. The number of neighbors that a query source sends the query messages to depends on the 

predefined transmission 

 
 

Probability p, query source is d. It send the query messages to d < p neighbors.[4] When p is equal to 1, DS resembles 

flooding. Otherwise, it operates as MBFS with the transmission probability p.[14]                                  

3.1.2 Phase 2. When h > n 

 

The search strategy switches to RW. Each node that receives the query message would send the query message to one of its 

neighbors the number of nodes visited by DS at hop h = n is the coverage cn. 

3.2 Knowledge-Based Dynamic Search 

Knowledge-based search algorithms, including APS, biased RW, RI, local indices, and intelligent search, are applicable to 

combine with our DS algorithm.[15]. 
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IV. PERFORMANCE EVALUATION 

 

DS based on some performance metrics, including the success rate, search time, query hits, query messages, query 

efficiency, and search efficiency [4]. 

 

4.1 Network Model 

Summarize Newman’s work about the random graph. Let G0(x) be the generating function for the distribution of the vertex 

degree k. G0(x)  can be  represented as  
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Where G1(x) is given by 
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Due to the difficulties to correctly measure and sample the operational P2P networks 

4.1.1 Power-Law Graphs 

The power-law random graph with the degree exponent   pk is proportional to 1k  That is, 
r

k
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the power-law distribution is obtained: 
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assuming 2 <   < 3.  

 

4.1.2 Bimodal Topologies The bimodal network topology few ultra-peers are connected to a large number of nodes, and 

the rest have few neighbors [3]. peer belongs to the other part with few  neighbors is thus  pfew = 1 _ pultra. 

 

4.2 Performance Analysis 

 

4.2.1 Success Rate (SR) 

The success rate (SR) is the probability that a query is successful. SR can be calculated as  
cRSR )1(1             (8)       
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where R is the replication ratio, and C is the coverage. 

4.2.2 Search Time (ST) 

The search time (ST) as the time it takes to guarantee the query success with success rate requirement SRreq For MBFS 

search algorithms, this situation occurs when 
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Thus, ST for MBFS is 
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 ST for RW is obviously )1(log
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ST of RW can be expressed as  
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ST for RW is 
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Query message is smaller than or equal to the decision threshold n, ST of DS is equal to (10). When h is larger than n, the 

calculation can be expressed as 
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Therefore, ST for DS is 
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 We compare ST’s for DS and RW with one walker. The improvement ratio is 
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4.2.3 Query Hits (QH) 

The replication ratio R in the network, and the coverage is C [7]. The number of query hits is R . First analyze the coverage 

Ch at the h
th

 hop. the coverage Ch at the h
th

 hop can be written as  
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The visiting probability Pi(Vh) of flooding or MBFS is  
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pi can be written  as 
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First calculate the probability that a vertex i is the candidate of RW, i.e.,  

 










,2,)1(11

,1),1(
)(

1'

1

'

0

forhGp

forhGp
RP

hC

i

i

hi                                                    (20) 

Then, the average number of candidates of RW at hop h is 
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Hence, the probability that vertex i is visited at hop h for RW is 
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where k is the number of walkers. The visiting probability 

Pi(Vh)  of DS is given by 
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4.2.4 Query Messages (QM) 

The query message eh generated at hop h is given by 
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   The calculation of query messages for DS depends on h and n. The query messages eh generated at hop h for DS can be 

written as 
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4.2.5 Query Efficiency (QE) 

The number of query hits (QE) and the number of query messages (QM) are the well-known performance metrics [7] for 

the evaluations of search algorithms 

QE is defined as  
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where QH(h) is the query hits at the h
th

 hop, QM is the total number of query messages generated during the query, and R is 

the replication ratio of the queried object.  
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4.2.6 Search Efficiency (SE) 

 

The search efficiency (SE) is proposed as a unified performance metric for search algorithms [6]. 

the success rate SR, SE is defined as  
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Where QH(h)/h is the query hits in the h
th

 hop weighted by the hop count, QM is the total number of query messages 

generated during the query [12]. The h
th

 hop and the replication rate R. Therefore, (28) can be written as 
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Where Ch is the coverage at the h
th

 hop, eh is the query messages generated at the h
th 

hop, and R is the replication ratio. [16]     

 

V. PERFORMANCE OF DYNAMIC SEARCH 

 

5.1 Effects of Parameters n and p of DS 

First, N is set as 10,000.  Power-law  topology is adopted and the exponent  is set as 2.1, which is analog to the real world 

situation  The case n = 1 is analog to  RW with  K equal to the number of first neighbors, which is roughly 3.55 in this case. 

The case n = 7 is equal to the flooding.   As this figure shows,  DS with n = 7 sends the      query   messages aggressively in 

the first three hops and gets good Search Efficiency [10]. 

 

5.2 Search Time 

In this case, N is set as 10,000, R is set as 0.01, and TTL is set as 7. Similar results can be obtained when the parameters are 

set as other values. The walkers K for RW are set as 1 and 32.[17] 
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VI. CONCLUSION 

 

We have proposed the DS algorithm, which is a generalization of the flooding, MBFS, and RW. DS overcomes the 

disadvantages in which each search algorithm performs well. Flooding or MBFS for the short term search and RW for the 

long-term search [11]. We analyze the performance of DS based on some metrics including the success rate, search time  

and search efficiency. Its search performances could be further improved. 
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