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ABSTRACT: In this study, an efficient and simple algorithm for detection and removal of rain from video is proposed. 

Rain removal is an important technique which is commonly used in application such as traffic surveillance, movie and 

video editing and vision based navigation. Previous methods generally work well with slightly dynamic videos and 

light rain. The proposed method gives better results for rainy videos with highly dynamic background. This method is 

based on motion segmentation of dynamic scene. Then photometric and chromatic constraints are applied for rain 

detection. Rain removal filters are then designed separately for rainy pixels in the foreground motion areas and 

background stationary areas. 
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I. INTRODUCTION 
 

Rain produces intensity fluctuations in images and videos. These fluctuations are caused by factors other than rain such 

as movement of camera, scene brightness, object motion etc. To remove rainy effect, it is necessary to detect the rainy 

pixels and then replace them with their original value. There are many algorithms proposed for rain pixel recovery[1].                                                                                                                                                                  

Rain can be considered as a collection of spherical droplets which are moving at high velocities. Each drop refracts and 

reflects the environment which produces sharp intensity fluctuations in images. These high velocity raindrops create 

complex time varying signals in images and videos. The proposed method has three main steps, motion segmentation, 

rain detection, and scene recovery 
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Fig.1. Block diagram of the proposed method. 

II. RELATED WORK 

 

There are many algorithms exist for rain pixel removal and recovery.KshitizGarg and Shree K. Nayar in their work 

presented a detailed analysis of visual effects of rain in an imaging system [2], [9]. They combined the dynamic as well 

as physical properties of rain to develop efficient algorithms for detection and removal of rainy pixels from videos. 

Each rain drop refracts and reflects light from the environment towards the camera. Such high velocity drops results in 

intensity fluctuations in videos. Also due to the finite exposure time of camera, intensity due to rain are motion blurred 

and hence depend on thebackground. Thus the effect of rainy pixels on video depends on the dynamics of rain and the 

photometry of the environment. 
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Xiaopeng Zhang proposed a method for rain removal and recovery by combining both temporal and chromatic 

properties of rain [9]. The temporal property says that no pixel is always covered by rain throughout the video. The 

chromatic property indicates that the changes of R, G and B values of rain affected pixels are approximately the same. 

The algorithm works based on these two assumptions. 

Tripathi proposed a spatial temporal model to classify the rain affected pixels. This method is robust in dealing with 

dynamic videos. 

III. MOTION SEGMENTATION 

 

Rain as well as moving object can cause pixel intensity fluctuations in rainy videos. We have to remove the intensity 

fluctuation due to rain and retain that caused by moving objects. Hence motion segmentation is the fundamental 

procedure of this method.  
 

A. Estimation of Motion Field 

 

Motion Field is the 2D vector field which is the projection of 3D velocity field of a moving scene on the image plane 

[3]. Optical flow is used to determine the existence of motion. Motion field can be derived from first order deviation of 

image brightness pattern. 
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where 𝐼(𝑥, 𝑦, 𝑖) is the image brightness at pixel 𝑝(𝑥, 𝑦) at time t. Let  𝑢 =  
𝑑𝑥
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equation can be rewritten as 

 

𝐸𝑥𝑢 +  𝐸𝑦𝑣 +  𝐸𝑡  = 0,                  (2)   
Here u and v are optical flow velocities. Horn’s method [4] is used for the estimation of these optical flow 

velocitiesOptical flow is used to determine the relative displacement between two adjacent frames for many moving 

objects. But high velocity rain pixels are not considered in motion field by setting a pre-set threshold value to𝑓(𝑥, 𝑦). 

Thus a binary motion pixel map is created based on thresholded optical flow field. It is given by 

 

𝐼𝑚 (𝑥  ,   𝑦) =   
1,    𝑓(𝑥, 𝑦) < ρm
0,    𝑓(𝑥, 𝑦) ≥   ρm ,

                            (3)  

 

 

   𝑓 𝑥, 𝑦 =   𝑢(𝑥, 𝑦)2 + 𝑣(𝑥, 𝑦)2,                    (4) 

 

𝑚 =  
1

𝑀𝑁
∑𝑥 ∑ 𝑓(𝑥, 𝑦)𝑦     ,                                               (5) 

 

Here 𝑓 𝑥, 𝑦  is the pixel velocity, m is the mean of motion field, and ρ is a parameter set according to how badly the 

rainy effect is. Typically the value of ρ is 0.1.      

A drawback of optical flow is that it cannot detect small changes in intensity.  Therefore a Gaussian Mixture Model is 

used to simulate the distribution of binary motion pixel map, so that we can also detect areas that belong to target 

without obvious intensity changes. We assume that there exist 𝐾 GMM components. Then we calculate optimal mean 

and variance for each component using Expectation Maximization algorithm. The probability of motion targets then 

can be expressed as [5] 
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  𝑝 𝐹1 𝑖, 𝑗 𝐶1  =  ∑ 𝜋𝑘
𝐾
𝑘=1  𝑁((𝑖, 𝑗)/µ𝑘  , ∑𝑘),     (6) 

 

where𝜋𝑘  is the mixing coefficient for each Gaussian component. It can be determined in the EM iteration with the 

constraint of∑ 𝜋𝑘 = 1𝐾
𝑘=1 . 𝐹1 is the motion cue and 𝐶1 is the pixel class for foreground objects.  

The proposed algorithm work well if the number of GMM components 𝐾 is larger than the number of moving objects 

in the frame. In motion field of whole frame, the motion cue of each pixel is determined by the combination of all 

Gaussian components. Therefore, each motion object can be represented by one or more Gaussian components. 

Hence𝐾 should be chosen large enough. 
 

B. Including Local Properties              

 

In order to include local properties such as pixel location and chromatic values, into motion segmentation, a feature 

vector𝐹𝑖𝑗  is formed. This feature vector consist of spatial and color information of each pixel [6], [7]; 

 
 𝐹𝑖𝑗 = ( 𝑅𝑖𝑗  , 𝐺𝑖𝑗  , 𝐵𝑖𝑗 , 𝑤 . 𝑖 , 𝑤 . 𝑗 )                    (7) 

 

Here, 𝑅𝑖𝑗  , 𝐺𝑖𝑗   , 𝐵𝑖𝑗   are intensity values of 𝑅 , 𝐺 , 𝐵 channel at the pixel 𝑃 𝑖 , 𝑗 , 𝑤 is the weighting factor between the 

color and position space.    

On this vector space k-means clustering is applied.  Frame size and scene complexity is taken into consideration for the 

predetermination of the number of clusters. Then we find the number of motion pixels in each cluster. Then the 

cluster’s likelihood of motion can be determined by 

 

𝑝 𝐹2 𝑖 , 𝑗 𝑐1  =  
𝑛𝑜 .𝑜𝑓  𝑚𝑜𝑡𝑖𝑜𝑛  𝑝𝑖𝑥𝑒𝑙𝑠  𝑤𝑖𝑡ℎ𝑖𝑛  𝑡ℎ𝑒  𝑐𝑙𝑢𝑠𝑡𝑒𝑟

𝑡𝑜𝑡𝑎𝑙  𝑛𝑜 .𝑜𝑓  𝑝𝑖𝑥𝑒𝑙𝑠  𝑜𝑓  𝑡ℎ𝑒  𝑐𝑙𝑢𝑠𝑡𝑒𝑟
(8) 

 

Here F2 represents the locality cue. 

 

C. Combination of Motion and Locality Cues.  

 

Assuming that the motion cue and locality cue are independent, the combined conditional probability is given by [8], 

[9]; 

 

𝑝 𝐴 𝐶𝑖  =   𝑝 (𝐹𝑘 𝐶𝑖 )2
𝑘=1 ,    (9) 

 

Here 𝑝 𝐴 𝐶𝑖   is the combined conditional probability for the pixel class 𝐶𝑖  . 

IV.  RAIN DETECTION 

Second step of our method is rain detection. 

 

A.Differencing and Thresholding 

 

The grey scale intensity difference between two successive frames are calculated and then thresholded. The threshold 

value is set such that the intensity fluctuations caused by rain can be detected. The typical value is  𝐷𝑡ℎ = 3 . 
 

  𝐼𝑑𝑖𝑓𝑓 =  
0,       𝐼𝑁 − 𝐼𝑁−1 < 𝐷𝑡ℎ

1,       𝐼𝑁 − 𝐼𝑁−1 ≥ 𝐷𝑡ℎ

 
    (10) 

 
Thus we can calculate a binary difference map 𝐼𝑑𝑖𝑓𝑓 . 
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B. Applying Photometric and Chromatic Constraints 
 

Photometric and chromatic constraints [2], [8], are applied on binary difference map 𝐼𝑑𝑖𝑓𝑓  to detect rainy pixels. First, 

the constraint of intensity fluctuation range is applied as ϵ = 3 ~ 20/255. Then by considering the speed of rain streak, 

the connected area of rain streak is limited as ɵ = 30~50 pixels. The chromatic condition [9] we applied here is the 

absolute sum of color channel differences caused by rain should be within the limit ø = 15/255. Now the pixels in 

binary difference map that fail these conditions are eliminated to form the rain mask𝐼𝑅𝑎𝑖𝑛 . 

 

C. Motion Exclusion  

 

The results of motion segmentation and rain detection are then compared and 𝐼𝑅𝑎𝑖𝑛  is divided into three groups. Rain 

pixels in motion area will form the group 𝑆𝑚 ; rain pixels in stationary area will form the group 𝑆𝑏  ; 𝑆𝑝 is the third group 

of pixels that are not at all covered by rain. 

V. SCENE RECOVERY 

 

We have to create three buffers for rain removal. Input video buffer𝐵𝐼(𝑙𝑒𝑛 ,𝑤𝑖𝑑 , 𝑠𝑡𝑘), rain buffer𝐵𝑅(𝑙𝑒𝑛 , 𝑤𝑖𝑑 , 𝑠𝑡𝑘), 

and motion buffer𝐵𝑀(𝑙𝑒𝑛 , 𝑤𝑖𝑑 , 𝑠𝑡𝑘). Here 𝑙𝑒𝑛  ×   𝑤𝑖𝑑  is the frame size and 𝑠𝑡𝑘  is the depth of the buffer. Here 

depth is taken as 9. In input frame buffer, newest frame is pushed on the top and the oldest frame is pushed out from the 

bottom of the buffer. The rest of the frames update accordingly. For each input video frame, the rain buffer records the 

binary rain map 𝐼𝑅𝑎𝑖𝑛 and motion bufferrecordsthe corresponding binary motion map𝐼𝑚 . Scene recovery algorithm work 

on the central frame𝐵𝐼(𝑥 , 𝑦 , 𝑛), Here𝑛 is taken as 𝑛 =  
(𝑠𝑡𝑘−1)

2
so that we can get previous and future information in the 

video for better scene recovery. 

 

A. Calculating Weight 

 

We have to design an 88-spatial-temporal neighborhood 𝑉  for rain pixel recovery. The central pixel of the 

neighborhood is 𝐵𝐼(𝑥 , 𝑦 , 𝑛) which has 8 temporal neighbors from 𝐵𝐼(𝑥 , 𝑦 , 𝑛 − 4) to 𝐵𝐼(𝑥 , 𝑦 , 𝑛 + 4)  and 80 spatial 

neighbors in the area 𝐵𝐼((x-4) to (x+4), (y-4) to (y+4), n).Similar neighborhood set up is given in [10].Using the value 

of the pixels in the neighborhood we predict the center rainy pixel by a weighted sum. The definition of the pixel is 

given by 

 
𝑤𝑥  ,𝑦  ,𝑡   𝑖 , 𝑗 , 𝑡 =  𝐵 𝑅 𝑥, 𝑦, 𝑛 × exp(−𝛼 𝑣 𝑥 , 𝑦, 𝑛 − 𝑣 𝑥, 𝑦, 𝑡  2 

−𝛽 𝑣 𝑥, 𝑦, 𝑛 − 𝑣(𝑖, 𝑗, 𝑛) 2) (11) 
 

here𝐵 𝑅 is the binary compliment of BR. It is used to avoid the pixels that are also covered by rain. The term 

(−𝛼 𝑣 𝑥 , 𝑦, 𝑛 − 𝑣 𝑥, 𝑦, 𝑡  2)  regulates the filter weight along the time axis and (−𝛽 𝑣 𝑥, 𝑦, 𝑛 − 𝑣(𝑖, 𝑗, 𝑛) 2)   

regulates the filter weight in the spatial neighborhood. 
 

B. Replacing Pixels in Static Background   

These are the pixels in the set𝑆𝑏 . For this set, filter coefficients are set as𝛼 =  
𝑠𝑡𝑘

2
, β =0. Here we can see that no spatial 

neighbor values are used here. It gives a Gaussian filter with variance α along the time axis. The rain removal filter 

kernel for these pixels could be defined as 

 

     𝐵𝐼 𝑥, 𝑦, 𝑛 =  
∑ 𝑤𝑥 ,𝑦 ,𝑛 (𝑖 ,𝑗 ,𝑡)𝐵 𝑀 (𝑖 ,𝑗 ,𝑡)𝐵𝐼(𝑖 ,𝑗 ,𝑡)𝑣(𝑖 ,𝑗 ,𝑡)∊𝑉

∑ 𝑤𝑥 ,𝑦 ,𝑛 (𝑖 ,𝑗 ,𝑡)𝐵 𝑀 (𝑖 ,𝑗 ,𝑡)𝑣(𝑖 ,𝑗 ,𝑡)∊𝑉
                                                                          (12) 

 

where 𝐵 𝑀is thebinary compliment of motion buffer. This will avoid the pixels in motion objects.  
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C.Replacing Pixels in Motion Objects 

 

For the rain covered pixels in motion objects𝛼 = 1, 𝛽 =
1

4√2
. Since it gives consideration to both spatial and temporal 

neighborhood it gives a two dimensional Gaussian filter. The filter kernel is given as 

 

 

      𝐵𝐼 𝑥, 𝑦, 𝑛 =  
∑ 𝑤𝑥 ,𝑦 ,𝑛(𝑖, 𝑗, 𝑡)𝐵𝑀(𝑖, 𝑗, 𝑡)𝐵𝐼(𝑖, 𝑗, 𝑡)𝑣(𝑖 ,𝑗 ,𝑡)∊𝑉

∑ 𝑤𝑥 ,𝑦 ,𝑛(𝑖, 𝑗, 𝑡)𝐵𝑀(𝑖, 𝑗, 𝑡)𝑣(𝑖 ,𝑗 ,𝑡)∊𝑉

 

(13) 

 

D.Retaining Pixels Uncovered by Rain 

 

Finally the pixels that are not covered by rain are retained. 

VI. EXPERIMENTAL RESULTS 

 

Figures shows the results of experiments carried out on video with highly dynamic scenes. Fig.1.shows the result of 

motion segmentation using Gaussian Mixture Model and k means clustering. The number of clusters is taken as 20. 

Fig.2shows rain detection.(b) is the binary difference map and(c) is the rain detection output. Rain removed output is 

shown in Fig.3.   

 

V.  

 

 

 
       

(d) 

       
Fig.2.   Motion segmentation (a) Input frame (b) Result of motion field estimation (c) is the result obtained after clustering and (d) shows motion 

segmentation result. 

 

 

        (a)                                                      (b)                                                      (c) 
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Fig.3.   Rain detection (a) Input frame (b) result of differencing and (c) result of rain detection 

 

 
 

 
Fig.4. Rain removal (a) Input frame (b) result of rain removal 

 
 

To recover rainy pixels an 88 neighborhood system is designed for each pixel in the input video frame shown in (c) and 

the recovered scene is shown in (d). 

VII. CONCLUSION  

 

We have implemented a method for removing rainy pixels from highly dynamic videos. Since the method is based 

on motion segmentation, rainy pixels in moving target area and stationary background are treated separately. Chromatic 

and photometric constraints ofrain are applied for rain detection. Both spatial and temporal information of each pixel is 

exploited during scene recovery for better result. Experiments are conducted on highly dynamic video and results are 

analysed. 
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