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ABSTRACT: Artificial Neural Network (ANN) Method is appliedto forecast the short-term load for a large power 
system.The load has two distinct patterns: weekday and weekend-daypatterns. The weekend-day pattern includes 
Saturday, Sunday,and Monday loads. A nonlinear load model is proposed andseveral structures of ANN for short-term 
load forecasting aretested. Inputs to the ANN arepast loads and the output ofthe ANN is the load forecast for a given 
day. The network withone or two hidden layers is tested with various combinations ofneurons, and results are 
compared in terms of forecasting error.The neural network, when grouped into different load patterns,gives good load 
forecast.  
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I. INTRODUCTION 

The electricity supply industry requires to forecast electricity demand with lead times that range from the short term (a 
few minutes, hours, or days ahead) to the long term (up to 20 years ahead). Short-term forecasts, in particular, have 
become increasingly important since the rise of the competitive energy markets. Short term forecasting of electrical 
load is important for optimum operation planning of power generation facilities as it affects both system reliability and 
fuel consumption. Accurate forecasting of electricity and power demand determines the utility to match its 
generationcapabilities to the expected requirements. Electric utility operators for the purpose of scheduling and 
dispatching generating units need short-term forecasts. A short-term forecast is important for “unit commitment, 
economic dispatch,hydrothermal co-ordination, load management, etc.” Ackerman [12] says that a short-run forecast 
plays an important role in the day-to-day operations of a utility, and it is typically used for optimizing system operation 
and scheduling of hydro units and other peaking plants, such as gas turbines. The objective of the operators is to 
minimize variable costs without jeopardizing the electric system to power failures. The short-term (one to twenty-four 
hour) load forecast is of importance in the daily operations of the utility. With the emergence of Load Management, the 
short-term load forecast has a broader role in utility operations; it is also required for the co-ordination of Load 
Management programs with conventional system resources. Since the effectiveness of Load Management programs is 
sensitive to the system load, this additional function places higher accuracy requirements on the short term forecast, 
also required for short term maintenance scheduling. Accurate forecasting of power demand is to determine the 
assessment of the dynamic behavior of the system during disturbances so that the proper preventive action can be taken 
up. Load forecasting is however a difficult task. First, because the load series is complex and exhibits several levels of 
seasonality: the load at a given hour is dependent not only on the load at theprevious hour, but also on the load at the 
same houron the previous day, and on the load at the samehour on the day with the same denomination in theprevious 
week. Secondly, there are many importantexogenous variables that must be considered,especially weather-related 
variables. It is relativelyeasy to get forecast with about 10 % mean absoluteerror; however, the cost of error are so high 
thatresearch could help to reducing it in a few percentpoints would be amply justified. Most forecasting 
models and methods have already been tried out onload forecasting, with varying degrees of success.They may be 
classified as time series models, inwhich the load is modeled as a function of its pastobservedvalues, and causal models 
in which theload is modeled as a function of some exogenousfactors, especially weather and social variables.Some 
models of the first class suggested in recentpapers are multiplicative autoregressive models,dynamic liner or nonlinear 
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models, thresholdautoregressive models, and methods based onKalman filtering. Some of the second classes areBox 
and Jenkins transfer functions, ARMAXmodels, optimization techniques, nonparametricregression, structural models, 
and curve-fittingprocedures. Despite this large number ofalternatives, however, the most popular causalmodels are still 
the linear regression ones and themodels that decompose the load, usually into basicand weather dependent components 
[11]. InFunctional-Link Network (FLN) model of hybridneural networks, a non-linear functional transformor 
expansion of the network inputs is initiallyperformed and the resulting terms are linearlycombined. The obtained 
structure has a good nonlinearapproximation capability and the estimationof the network weights is linear [4]. Due to 
thelinear estimation, the training of these networks israpid, requires low computational effort and itsconvergence is 
guaranteed. In the present work asingle Artificial Neural Network based onFunctional-Link Network [FLN] has 
beendeveloped to forecast the short-term electrical load.The accuracy of predicted load results wascompared with the 
actual load data. 
 

II. ARTIFICIAL NEURAL NETWORKBASED LOAD FORECASTING 
 
Artificial Neural Networks are relatively crudeelectronic models based on the neural structure ofthe brain. The brain 
basically learns fromexperience. The biologically inspired methods ofcomputing are thought to be the next 
majoradvancement in the computing industry. Thefundamental processing element of a neuralnetwork is a neuron. The 
basic units of neuralnetworks, the artificial neurons, simulate the fourbasic functions of natural neurons. Figure 1 shows 
afundamental representation of an artificial neuron. 
 

 
 

Fig.1 A Basic Artificial Neuron 
 
In figure 1, various inputs to the network arerepresented by the mathematical symbol, x (n).Each of these inputs is 
multiplied by a connectionweight. These weights are represented by w(n). Inthe simplest case, these products are 
simplysummed, fed through a transfer function to generatea result, and then output. This process lends itself tophysical 
implementation on a large scale in a smallpackage. 
 

III. LOAD FORECASTING USING BACKPROPAGATION ALGORITHM 
 
In this section two different methods of application of ANNare presented in the short-term load forecasting. Method 1 
is astatic approach which forecast the 24-hour load simultaneously,while Method 2 is a dynamic approach in the sense 
that the24-hour load is forecasted sequentially using the previous-timeforecasts.Method 1The load data was analyzed 
and the load patterns wereclassified. The current load is affected by the past loads andthe pattern in which the current 
load is included. For example,Monday loads are affected by Sunday and Saturday loads andtheir patterns are similar. 
Therefore the following nonlinear loadmodel is proposed for one-day ahead forecasting: 
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y(i) = F(W;,Y(i - l)), (8) 
where 
y(i) = {y(i, t) : t = 1,2, + .. ,24} : the actual load vector at 
y(i,t) : the actual load at day i, time t 
k : index for data length 
W; : the weight vector 
F(., .) : nonlinear vector function representing ANN. 
dayi 
Y(i - 1) = [y(i - l ) , y ( i - 2 ) , - . . , y ( i - k)]= 
In contrast to the conventional approaches, the nonlinearfunction is used with the weight vector to represent the 
loadmodel. The weight vector W, can be thought of as the storagethat contains a certain load pattern, and F(.,-) is the 
generalnonlinear function that can comprise all the load patterns.The load patterns were classified into weekday pattern 
andweekend-day patterns. In order to forecast the load y(i) theweight vector W, should be estimated using previous load 
datafor each pattern.Weekdaysare used to adjust the weight as follows: 
To estimate the weekday load pattern for day i, three latesty(i - 1) = F(i@i,Y(i - 2)), where the output data y(i - 1) is the 
latest weekday load, theinput data Y(i - 2) = [y(i - 2),y(i - 3)]* is the next two latestweekday loads and i@tis the 
estimated weight vector using theseinput and output data. 
Weekend-days to estimate the weekend-day load pattern, the weekend-day load patterns are grouped into fivedifferent 
type loads, and the following scheme is proposed: where idrepresents the previous type dday. For example, j1 
represents the previous Saturday when day i is a Saturday; yz for the previous 1st or 3rd Sunday; j 3 for the previous 
2nd, 4th or 5th Sunday, etc. The weight vector is adjusted using equations according to the pattern in which the load to 
be forecasted is included. The error backpropagation algorithm is used to decrease the error, for example, in the case of 
weekdays is minimized following the rule, until the error decreases to a predetermined tolerance. Once the weight 
vector for day i is estimated, the load is forecasted using the following equation: $(i)= F(*i, Y(i - 1)), where 
c(z)indicates the load forecast for day i. The above scheme was simulated and errors in forecasting were analyzed. The 
result was fairly good except day time hours. Therefore the above scheme is used for three parts, namely 1-9, 10-19 and 
20-24 hour forecasting’s, and the resulting three models constitute the daily load forecasting asfollows:  
 

 
where @! corresponds to the estimated weight vector for time band Tj. Here the input data Y (i - 1) is common and 
containsthe previous 48hour data, but the output c(z) depends on the  time band and contains 9, 10, or 5hour data.  
 
Method 2  
Another important characteristic of load is shown in Fig. 2which gives the autocorrelation function of hourly load 
overfour weeks. The function shows peaks at the multiples of 24 hour lags, which indicates that the loads at the same 
hours havevery strong correlation with each other independent of the day of the week including weekend-days. Thus 
the following load 
model is proposed: 
y(i,t) = F(W( i , t )y, (i,t- 1),y (i, t - 2), . . . , y(2, t - m) , 
y(2- l,t),y(i - l , t - l ) , . . . ,y(i - l , t - m), 
y(2 - n, t ) , y(i - R, t - 1) , . . . , y (i - 72, t - m)), 
(14) 
wheren and m indicate the data length.The load patterns were classified into weekday pattern andweekend-day pattern. 
The weight vector w( i ,t ) is estimated at  
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each time using previous load data for each pattern in a similar ' way as equations. After the weight vector at day i, time 
t is estimated, theload is forecasted with the load data of previous days as well as the forecasted load data for the same 
day at previous time steps  
asfollows: 
y(2 - n,t),y(i - n,t- l ) , . . .,y (i -n,t- m) )  
where$(2, t) indicates the load forecast at day i,timet. 
 

Table.1 Comparison of the forecasting result by two methods 
 

 
 
Note that Method 2 has only one output while Method 1has 24outputs. This means there is less number of weightsin 
Method 2. Since equation is for each time, total numberof weights for 24-hour is about the same. However, Method 
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2requires much less number of inputs for comparable accuracy,and, consequently, the total number of weights is much 
less.This will be demonstrated numerically in the following section.  
 

IV. CONCLUSION 
 
Artificial neural network method is applied to the short term load forecasting of one-day ahead hourly electric loads in 
two different ways. A nonlinear load model is proposed and the weights are estimated using a backpropagation learning 
algorithm. The backpropagation algorithm is robust in estimating the weights in nonlinear equation. In all cases the 
backpropagation algorithm can find the weights within a predeterminedtolerance. The load patterns are classified into 
several patterns and a one-day ahead load forecasting is separated into three parts to increase the forecasting accuracy 
for day time hours in Method 1 and 24 parts in Method 2, which results in the reduction of network size with the same 
accuracy. The dynamic approach (Method 2) performs better than the static approach (Method 1) in the sense that it 
uses much less number of neurons and weights, trains faster, and gives better results, especially for the peaks. The 
proposed methods are tested using a historical utilityload data. The forecasting error is about 2 % for the percent 
relative error and thus shows a promise for the use of artificial neural network method in load forecasting.  

 
REFERENCES 

 
1. B. S. Kermanshahi, C. H. Poskar, G. Swift, P. Me Laren and W. Pedryez, “Artificial Neural Network for Forecasting Daily Load of A Canadian 

Electric Utility”, IEEE Transaction on power systems, vol. 11, PP 268-273, 1996. 
2. T. M. Peng, N. F. Hubble, and G.G.Karady, “Advancement in the Application of Neural Networks for Short-Term Load Forecasting”, IEEE 

Power Engineering Society, Summer Meeting(1991). 
3. D.C.Perk, M.A El-Sharkawi, R.J.Mark II, L.E.Atlas, and M.J.Damborg, “Electric Load Forecasting Using An artificial Neural Network”, IEEE 

Transaction on Power Systems,Vol.6, NO.2, PP 442-449(1991). 
4. James A Freman, “Simulating Neyral Network with Mathematica”. Addision Wesley Publication Company, ISBN O-201-56629-X, 1994. 
5. Jaces. M. Zurada, “Introduction to Artificial Neural System”, Jaico Pub. House,ISBN 81-7224-650-1,PP 230- 232, 1997. 
6. S.K.Joshi, and S.C.Srivastva, “Security Analysis Using Fuzzy Logic Neural Network” International Power Engineering Conference, Singapore, 

PP 642-647, 1995. 
7. Yoh-hanPao, “Adaptive pattern recog-nition and Neural Networks”, Addison–Wesley Pub. Co. Inc., 1989. 
8. A. Khotanzad et al. An adaptive modular artificial neural hourly load forecaster and its implementation in electric utilities. IEEE Trans. on 

Power Systems, 10(3):1716-1722, August 1995. 
9. H. Mori, “State-of-the-art overview on artificial neural networks in power systems”. in A Tutorial Course on Artificial Neural Networks with 

Applications to Power Systems, IEEE Catalog no. 96TP112-0, Edited by M.A. El-Sharkawi and D. Niebur, 1996, pp. 51-70. 
10. Otvio A. S. Carpinteiro, Alexandre P. Alves daSilva, Agnaldo J. Rocha Reis, “Short Term LoadForecasting via a Hierarchical Neural 

Model”Proceedings of the V Brazilian Conference on NeuralNetworks - V CongressoBrasileiro de RedesNeurais pp.055–059, April 2–5, 2001 - 
Rio de Janeiro - RJ – Brazil. 

11. H.S.Hippert, C.E Pedriera and R.C. Souza, “NeuralNetworks for Short-term Load Forecasting: A Reviewand evaluation”, IEEE Transactions 
on power systems,Vol.16, No.1, February 2001 

12.  Ackerman, Gary. (Short-Term Load Prediction forElectric-Utility Control of Generating Units. In D. W.Bunn and E. D. Farmer ( Eds. ), 
Comparative Modelsfor Electrical Load Forecasting. (pp. 33-42). New York:John Wiley & Sons Ltd. 

13. M. Adya and F. Collopy, “How effective are neuralnetworks at forecasting and prediction?A review andevaluation,” J. Forecast., vol. 17.pp. 
481-495, 1998. 

14. W. L. Gorr, “Research prospective on neuralnetwork forecasting,” Int. J. Forcast., vol. 11, pp. 1-4,1994. 
15.  G. Zhang, B. E. Patuwo and M. Y. Hu, “Forecasting with artificial neural networks: The state ofart,” Int. J. Forcast., vol. 14, pp. 35-62, 1998. 
16. H.O. Sarmiento Maldonado and W.M. Villa Acevedo,“Artificial Intelligence in Forecasting Demands for Electricity:An Application in 

Optimization of Energy Resources”, RevistaColombiana de ecnologías de Avanzada, 2008.  
 


