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ABSTRACT: Fuzzy C- Means (FCM) clustering is a potential method, mainly for data clustering and image 

segmentation. But the major limitation of Fuzzy C Means and its derived methods is that, the number of clusters is 

either randomly initialized or prior knowledge of the image is needed. Though there are numerous works done in this 

context, most of them are distance based leading to increase in the computational time and complexity. A fully 

automated algorithm developed for determining the number of clusters based on Gray code is presented in this paper. 

Experimental are done on brain Magnetic Resonance Images and results are produced. Performance evaluation based 

on segmentation accuracy and computational time is done and compared with other methods. 

KEYWORDS:  Fuzzy C-Means, FCM based splitting algorithm, Gray Code,  

I. INTRODUCTION 

 

Image Denoising, Segmentation, Feature Extraction and Classification are the important steps in image 

processing. Enormous works have been done on these areas Magnetic Resonance Imaging (MRI) is a vital diagnostic 

procedure in practice. The most crucial step in the process of image processing is image segmentation. Different image 

segmentation algorithms have been developed, yet each method has its own advantages and limitations. Fuzzy is an 

important area which can be used in image processing. In DenoisingFuzzy rules exploits the fuzzy connectivity of the 

pixel intensity as its tuning parameter to distinguish edge and background region in image [1]. The Fuzzy C- Means 

(FCM) clustering, one of the powerful clustering techniques shown in literature is a popular unsupervised classification 

method and has found many applications in pattern classification and image segmentation [2-5].The clustering 

algorithms highly depend on the parameter setting and initialization. Although FCM is prominent for image 

segmentation, the results are mainly affected by the number of clusters and the initialization of the centroids. If the 

number of clusters is not set to the number of natural clusters or the centroids are initialized randomly, the clustering 

results would be unreliable and inconsistent. Several techniques have been developed for automatic segmentation using 

FCM [6-9].  

 

 There are small numbers of algorithms that determine the cluster number in the literature.  A variety of self 

splitting-merging clustering algorithms have been developed for determining the number of clusters. Ya-Jun Zhang and 

Zhi-Qiang Liu proposed a self splitting algorithm for clustering [10]. Sun et.al proposed a model based selection 

algorithm which involves high computational complexity as the splitting involves calculation of distance of all data 

vectors in the cluster with the remaining cluster centers [11]. Cheng-Ru Lin and Ming-Syan Chen has proposed a 

combinatorial splitting algorithm with cohesion merging [12]. Splitting one cluster at a time will lead to high 

computational time. Hence a multiple splitting algorithm was proposed by Liu.et.al [13]. Miin-ShenYang et.al and  

RuiFa et.al have proposed automatic detection of cluster numbers. But these methods involve distance calculation 

which increases the computational time of FCM algorithm [14,15].Nirmala et.al proposed the concept of binary 

connectedness for computing the similarities of a pixel to all the other in the neighborhood to distinguish the edges and 

clusters which can be used for segmentation using FCM clustering. [16]. 
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The proposed method makes use of Gray code (a reflected binary code) assignment techniques which 

concentrates on avoiding the distance calculation which is commonly done in most of the proposed methods. The most 

fascinating part of Gray code is that two successive values differ by a single bit [17]. This interesting concept is made 

use of for splitting and merging of clusters. Experiments are done on the proposed method with brain MRI and the 

results are compared with computational time. 

 

II. BASIC FCM  ALGORITHM 

FCM has its own meritorious place in the field of image segmentation and pattern recognition. FCM, each 

image pixel has certain membership degree associated with each cluster centroid. These membership degrees have 

values in the range, indicating the strength of the association between that pixel and a particular cluster centroid. The 

FCM algorithm attempts to partition every image pixel into a collection of the fuzzy cluster centroids by minimizing 

the weighted sum of squared error objective function. The Objective function of FCM is  

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒  𝐽𝑚  𝑈, 𝑉 =   𝒖𝒌𝒊
𝒎 𝒙𝒌 − 𝒗𝒊 

𝟐𝒄
𝒊=𝟏

𝒏
𝒌=𝟏    (1) 

Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, updating of 

membership uijand the cluster centers ci 

The membership function 𝑢𝑘𝑖 =
1

  
 𝑥𝑘−𝑣𝑖 

 𝑥𝑘−𝑣𝑗 
 

2
𝑚−1

𝑐
𝑗=1

   (2) 

The cluster centers 𝑣𝑖 =
 𝑢𝑘𝑖

𝑚 𝑥𝑘
𝑛
𝑘=1

 𝑢𝑘𝑖
𝑚𝑛

𝑘=1
     (3) 

The basic FCM algorithm is as follows 

(1) Input the number of clusters c, the fuzzifier m and the distance function 

(2)  Initialize the cluster centers vi
0
 (i = 1; 2; : : : ; c). 

(3) Calculate uki(k = 1; 2; : : : ; n; i = 1; 2; : : : ; c) using Eq.(2). 

(4) Calculate vi
1
 (i = 1; 2; : : : ; c) using Eq. (3). 

(5)  If 𝑚𝑎𝑥1≤𝑖≤𝑐(
 𝑣𝑖

0−𝑣𝑖
1 

𝑣𝑖
1 ) ≤ 𝜀,  then go to Step 6; 

else let vi
0
 = vi

1
 (i = 1; 2; : : : ; c) and go to Step 3. 

(6) Output the results 

 

III. PROPOSED FCM BASED  SPLIT AND MERGE ALGORITHM 

 

FCM based splitting algorithm [11] operates by splitting the worst cluster at each stage for clusters from Cmin 

to Cmax. The choice of Cmin and Cmax is predefined arbitrarily, and the choice of initial cluster centre is done randomly.  

The proposed work primarily focus to make the method fully automatic, by dividing the image or data into 2
n
 triangular 

regions, where n=1,2,3… These triangular regions are the initial clusters with their respective centriods as cluster 

centers. The centroid of a triangle is the point at which the medians meet.  The initial cluster centers are, [(x1+x2+x3)/3, 

(y1+y2+y3)/3)] where (x1,y1),( x2,y2) and (x3,y3) are the vertices of the triangle. By assigning cluster centre in this way it 

is sure that the cluster centers are far apart from each other. The value of „n‟ is chosen based on the complexity of the 

data set.  

The data set is divided into 2
n
 triangular clusters with their medians as centers. The number of clusters is 

increased and /or decreased at each phase of Split Merge algorithm. The flowchart of the proposed work is shown in 

Fig.1.The worst cluster with sparse distribution is identified and splitted whereas the nearest clusters with close 

proximity are merged into a single cluster. The cluster centers are modified and the new cluster centers are used to 

continue the FCM algorithm.  

http://www.ijirset.com/
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Fig 1. Flowchart of the proposed work 

 

3.1 FCM Based Modified Split and Merge Algorithm   

1. Choose cluster C=2
n
, where n=1,2,3… 

2. Initialize the C cluster center by finding the median of each triangle cluster 

3. For C update the membership matrix(U) and cluster centers (V) by applying the basic FCM algorithm  

3.1. Test for Convergence. If convergence is reached  then go to step 6 else go to step 4 

4. Compute the Score function S(i) 

𝑆 𝑖 =
 𝑢𝑘𝑖
𝑛
𝑘=1

𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓 𝑑𝑎𝑡𝑎 𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑖𝑛 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑖
 

5. Apply the split and merge algorithm for the clusters with minimum and  maximum S(i) respectively   

5.1. Find the cluster C{min(S(i))}. Apply the split algorithm if 0.9 ≥
 𝐶1 

 𝐶2 
≥ 1.1 and update C=C+1 else C 

is unchanged. 

5.2. Find the cluster C{max(S(i))}. Apply the Merge algorithm to merge the cluster with near largest 

S(i)cluster if 0.9 ≤
 𝐶1 

 𝐶2 
≤ 1.1  and update C=C-1, else C is unchanged. 

6. The number of clusters, cluster centers and membership functions are given as output 

 

3.2       Gray Code 

Gray code is a binary number system, where two successive values differ in only one bit (binary digit).The gray 

code was originally designed to prevent spurious output from electromechanicalswitches. Nowadays, Gray codes 

are widely used to facilitate error correction in digital communications. In the proposed system gray codes are 

made used for splitting and merging of image clusters. The images are clustered into regions based on the pixel 

intensity. To implement this, the pixel intensities of images are divided into 8 regions and assigned with their 

http://www.ijirset.com/
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respective Gray codes. The Most Significant Bit (MSB) of the gray code indicates maximum pixel intensity (0-

black dominates, 1- white dominates). The Least Significant Bit (LSB) indicates the minimum pixel intensity. 

Table 1 shows the Gray code assignment of pixel intensity. Since the Gray codes vary by one bit in the successive 

numbers, this interesting concept is made to split clusters when they differ in their MSB and merge two clusters 

when their MSB remain same with their LSB varying or not. The pixels are considered as straight kernels [18] and 

slided over the entire image. 

Table.1. Gray code assignment for pixel intensity 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3 Split Algorithm 

  The score function S(i)  elucidate the distribution of data vector of the cluster „i‟ and the membership 

value. Low S(i) means that large number of data vectors with low membership values are available in the cluster „i‟ 

and this cluster is identified as the cluster to be split. Assign gray code for all the pixels in the cluster. Group of 

data (Di) which differs in the MSB of the gray code is searched. This group D will be taken as the splitted region. 

If there is more than one group that differs in the MSB the largest group, max (Di) is taken as the splitted cluster.  

 

3.4 Merge Algorithm 

   The cluster with high S(i) is identified as the cluster to be merged. Identify the near largest S(i) 

cluster and check whether the cluster has the same code assignment or a gray code with respect to the LSB. The 

merging is done with respect to LSB because LSB indicates minimum pixel intensity. If the two clusters are of the 

same code or a gray with respect to LSB, then merge the two clusters. 

 

III. RESULTS AND DISCUSSION 

 

The proposed Gray code formulated cluster determination technique has been tested over brain MRI images. Here the 

Gray code assignment is done considering the image divided into eight distance regions. In cases of more accuracy or 

more complex images, it can be divided into 16 or 32 regions. It is seen that proper segmentation has been done. Fig 2 

shows Gray assignment of a region which is splitted based on the split algorithm. It is noted that the pixels which vary 

in their MSB are grouped separately whereas the pixels varying in the LSB are kept in the same cluster. Fig 3 shows 

the Gray code assignment of two regions which has high S(i). The two nearest clusters which have the same gray code 

are merged to form a single cluster. 

 

 

Fig.2 Gray code assignment and splitting of regions 

 

 

Gray 

Code 

Range of Pixel Intensity 

000 0-0.125 

001 0.126-0.25 

011 0.26-0.375 

010 0.376-0.5 

110 0.51-0.625 

111 0.626-0.75 

101 0.76-0.875 

100 0.875-1 

000 000 000 000 110 110 110 100 

000 000 000 110 110 110 110 110 

000 001 001 110 110 110 110 000 

000 000 000 000 000 000 000 000 

000 000 000 000 110 110 110 100 

000 000 000 110 110 110 110 110 

000 001 001 110 110 110 110 000 

000 000 000 000 000 000 000 000 
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Fig.3 Gray code assignment of two regions to be merged 

 

000 000 000 001 000 111 000 001 

000 000 000 000 000 000 111 000 

000 000 110 000 000 000 000 000 

000 001 001 110 000 001 001 000 

 

Fig.4 Regions merged with gray code assignment 

 

In case there are noisy pixels in the image as shown in Fig.4 it is seen that during splitting or merging of clusters, the  

presence of noisy pixels (110 and 111) are neglected as they do not form any cluster and appear as individuals. Thus 

the segmentation accuracy is improved by Gray code splitting and merging. The segmentation result of the proposed 

method that separates the white matter and Cerebro Spinal Fluid (CSF) is shown in Fig 5. The segmentation is done 

unsupervised without any prior knowledge of the image and the results obtained are same as that obtained using FCM. 

 

Fig.5 a) Original Image, b) Segmented White matter and c) CSF 

 

Fig.6 a) Original Image, b) Segmented by FBSA and c) Segmented by proposed method 

Segmentation of brain MRI by FCM-Based Model Selection Algorithms (FBSA) as proposed in [11] and proposed 

method is shown in Fig.6. It is seen that good segmentation is provided in the proposed method. 

 The segmentation results of different algorithms are measured based on a comparison score [19] defined as  

000 000 000 001 

000 000 000 000 

000 000 110 000 

000 001 001 110 

000 111 000 001 

000 000 111 000 

000 000 000 000 

000 001 001 000 
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ref

ref

A A
S

A A





      (17) 

where A is the set of all pixels belonging to a class based on the algorithm performed and Aref is the reference cluster 

pixels. The Comparison scores of the three methods for different noise level is shown in table 2 

 

Table 2. Computational time for various methods 

 

 

 

 

 

 

Comparison scores show that FCM gives higher segmentation accuracy in case of high Signal to Noise Ratio (SNR) 

signals. But the prior information of the number of clusters is required for proper segmentation. As the SNR decreases 

the performance of FCM segmentation decreases. However in the proposed method noisy pixels are also taken into 

consideration during splitting and merging and so the segmentation accuracy increases. 

 

 It is seen that the number of iterations of the proposed method is far less than that required for FBSA. The 

computational overhead is reduced as the distance calculation of all the pixels in the cluster from the remaining 

centroids is reduced at each iteration level. This shows the efficiency of the proposed system in the context of 

computational time.  

Table 3. Computational time for various methods 

Computational time 

(seconds) 

FCM FBSA Proposed 

2.56 3.23 2.78 

The computational time for image segmentation by various methods is tabulated in Table 3. FCM shows less 

computational time, but it does not work well for noisy images. Also it requires an initial estimate of number of clusters 

and cluster centers. If any of the above said goes wrong it will affect the segmentation results. FBSA does not require 

initial cluster number as it starts the clustering considering minimum two clusters. But the computation of actual 

number of clusters is based on a distance calculation approach thus increasing the computational time. This limitation is 

reduced in the proposed method thereby reducing the computational time. Also by using Gray code some reduction of 

noise has been shown thereby increasing the segmentation accuracy. Though the time consumption is more when 

compared with FCM,it requires the number of clusters to be known in advance which has been solved in the proposed 

work. 

IV. CONCLUSION 

 

Automatic determination of number of clusters is proposed based on Gray code formulation. Experiments are 

performed on brain MRI images and the results are produced. Gray code formulation avoids the computation of 

distance from all the data vectors to the remaining cluster centers during splitting or merging of clusters as done in most 

of the previous methods, thereby reducing the computation time.  
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