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ABSTRACT: Tracking of a particular sound from number of sounds in an environment is a difficult process. Blind 

Source separation (BSS) aims at estimating a set of source signals. The separation is said blind as we don't know the 

mixture parameters and we try to estimate the sources by only knowing the observations. BSS is very up to date at 

present in signal processing because of the great number of applications for instance in acoustics, in 

telecommunications, neurobiology and in astrophysics. Recently a number of adaptive learning algorithms have been 

proposed for blond source separation. Operation is based on Principal component analysis.  
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I. INTRODUCTION 

 

During the past decades, much attention has been given to the separation of mixed sources, in particular for the blind 

case where both the sources and the mixing process are unknown and only recordings of the mixtures are available. In 

several situations it is desirable to recover all sources from the recorded mixtures, or at least to segregate a particular 

source. Furthermore, it may be useful to identify the mixing process itself to reveal information about the physical 

mixing system.  

Blind source separation is a problem of recovering a number of original stochastic independent from a number of 

mixtures. Principal component analysis (PCA) is a statistical procedure that uses an orthogonal transformation to 

convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables 

called principal components. The number of principal components is less than or equal to the number of original 

variables. This transformation is defined in such a way that the first principal component has the largest possible 

variance and each succeeding component in turn has the highest variance possible under the constraint that it is 

orthogonal to the preceding components. The principal components are orthogonal because they are the eigenvectors of 

the covariance matrix, which is symmetric. PCA is sensitive to the relative scaling of the original variables. 

PCA is the simplest of the true eigenvector-based multivariate analyses. Often, its operation can be thought of as 

revealing the internal structure of the data in a way that best explains the variance in the data. If a multivariate dataset is 

visualised as a set of coordinates in a high-dimensional data space, PCA can supply the user with a lower-dimensional 

picture, a projection or shadow of this object when viewed from its most informative viewpoint. This is done by using 

only the first few principal components so that the dimensionality of the transformed data is reduced. 
 

II. MIXING MODEL 

 

The convolutive model introduces the following relation between the m th mixed signal, the original source signals, 

and some additive sensor noise Vm(t): 

Xm(t)/  mnksn(t-k)+vm(t) 

In matrix form, the convolutive model can be written as: 

X(t)/ kS(t-k)+v(t) 

Where Ak is an M x N matrix which contains the k th filter coefficients. V(t)  is the M x 1noise vector. In the z domain 

the convolutive mixture can be written as: 
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X(z) / A(z)S(z) + V (z) 

Where A(z) is a matrix with FIR polynomials in each entry. This model is known as the instantaneous or delayless or 

linear  mixture model. 

Instantaneous Mixing Model: Assuming that all the signals arrive at the sensors at the same time without being 

filtered, the convolutive mixture model (2) simplifies to x(t) / As(t) + v(t). 

Here, A/A0 is an M x N matrix containing the mixing coefficients. Many algorithms have been developed to solve the 

instantaneous mixture problem. 

Delayed Sources: Assuming a reverberation-free environment with propagation delays the mixing model can be 

simplified to 

mnsn(t-kmn)+vm(t) 
where kmn is the propagation delay between source n and sensor m. 

 
If only one of the sources was different from zero, then all x

t
’s would be proportional to a

i
 and all data points in mixture 

space would be aligned along the direction of this basis vector. 

X
t
=

j
s

t
j for t/1,2…..T 

 

When the sources are sparse, smaller coefficients are more likely and thus, for a given data point t, if one of the sources 

is significantly larger, the remaining ones are likely to be close to zero. Thus, the density of data in mixture space, 

besides decreasing with the distance from the origin, shows a clear tendency to cluster along the directions of the basis 

vectors a
j
’s. Estimating the mixing matrix, then, consists of finding the directions of maximum data density. For M /2, a 

simple and useful representation of mixture space is a scatter plot of the data that shows x
t
2 against x

t
1 for every data 

point t. 

 

Mixed sound separation: Figure displays the tasks that are carried out by the sink. Estimate the directions of arrival 

(DOA) of unknown signals that are received from each sensor node. Our observations indicate that the proposed CBSS 

method exhibits better separation performance as the DOA difference increases. Based on such findings, the system is 

designed to select the sensor node with the maximum average DOA difference, and the separated signals that 

correspond to this sensor node are utilized to perform sound verification. Figure 2 illustrates an example of the DOA 

difference with respect to each sensor node. In this example, mixed signals received by sensor node 3 are chosen to 

perform sound separation verification 
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III. SOUND VERIFICATION 

 

Dynamic testing verifies the execution flow of software e.g. decision paths, inputs and outputs. It describes the 

methodology and explains the application of this testing philosophy according to the dimensions of type (functional and 

structural) and granularity. Dynamic testing involves the creation of test-cases and test-vectors and execution of the 

software against these tests. It also includes a summary of various statistics compiled on the effectiveness of dynamic 

testing.  

 

 

 

 

     

 

Fig. 2. Sound Verification 

 

IV. EXPERIMENTAL RESULTS 

 

In this paper we have taken five input signals with various parameters. Here they are mixed in the ratio of 1:2. These 

input signals are differentiated by different colours. Final resultant graph is the mixture of all the above input signals 

and their mixed ratio separated by different colts is plotted between their MMSE and numbers of bins have been used. 

 

 
Fig. 3. Input1 

 

  
Fig. 4.  Input 2 

 

Fourier 

Transform 

Feature 

extraction 

Inverse 

Fourier 

Transform 

http://www.ijirset.com/


   
                     

                    ISSN(Online) : 2319 - 8753 

                               ISSN (Print)  : 2347 - 6710                                                                                                                                 

International Journal of Innovative Research in Science, 

Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Special Issue 6, May 2015 

 

Copyright to IJIRSET                                                                   www.ijirset.com                                                                           685 

  

 
Fig. 5. Input 3 

 

 
Fig. 6. Input 4 

 

 
Fig. 7. Input 5 
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Fig. 8. Resultant figure 

 

V. CONCLUSION 

 

In this paper we separated a wanted signal from a group of mixed signals. it is done by blind source separation 

algorithm. This improves the sound verification performance. 
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