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ABSTRACT: In this article the implementation of face detection method shown by Viola and Jones in mobile devices. 

The intention is to show the simplicity of the process; but also prove that they are not sufficient for the functions 

implemented Open Cv, if we want to implement security measures, it is easy to cheat the system.The maximum and 

minimum distances with the intention to test the system response to these parameters were measured. The midpoint in 

the distances is when the complete head of a person is detected. These tests discern the intended utility and algorithms 

cellphone.As a result two graphs were obtained away, and some parameters such as lighting and the use of makeup 

were determined. 
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I. INTRODUCTION 

Currently, intended that machine can not only recognize their owners also learn through face detection and other 

elements of it; to do this we use the OpenCV computer vision library which allows detection of these elements thanks 

to they use algorithms that work together to face detection [1]. 

 

Using Opencv library with android is the best choice when it comes to face detection because it provides better 

performance for real-time image processing; many systems can be used as a basis opencv and / or you can improvise a 

reasonable solution for many low-level functions OpenCV [1]. 

 

To recognize the face, eyes and other objects that want to detect of a face, we use the file CascadeClassifier; which 

serves to draw a box the color you want or any other figure in the face. This file uses two specific functions, which are 

detectMultiScale, load and the class cascadeclassifier used to detect objects in a video sequence [2]. 

 

All models of facial recognition in OpenCV are derived from the abstract base class FaceRecognizer, which provides 

a unified Access to all face algorithms for detection in OpenCV [3].Within opencv package version 2.4.9 which is one 

of the most stable apart from the 2.4.6 can be observed with face-detection; it is the most functionality detection in 

Android. Support 2 execution modes: default Java wrapper available to the classifier cascade, and manually JNI that 

call to a native class that supports monitoring. Even the version of Java is able to show in real time the face detection 

[4] [5]. 

 

By using separate opencv face detection can make another type of detections based on computer vision and object 

detection for feature extraction [6].The file haarcascade_lefteye_2splits which are coordinates used to detect the 

elements to be emphasized by a square [7]. 
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The use of these applications on a mobile device has the advantage that the android operating system is free and 

allows developers to use libraries that are free to detect the human face gestures and process for that a robot simulate 

emotions in an economical manner [8]. 

 

When importing the project will have to consider some additional steps: download the api which was developed and 

add NDK library to native C ++ code that can operate the next step, identify and use the correct version of the file 

haarcascade_lefteye_2splits.xml; which contains the algorithm for face detection [5]. 

 

Mobile applications are a market that has not been fully harnessed into what may be in matters of technological 

development; in this case is due to the use of the native language c ++ which is very heavy and increases the difficulty 

of the application [9].From here the necessary amendments are made to detect other elements of the face [10]. 

 

II. RELATED WORK 

 

The Viola-Jones algorithm works by finding features. All functions are rectangles. Inside the box are smaller 

rectangles and then you have pixels. The rectangle is formed in the face in the Viola-Jones algorithm is very small 

[11]. 

 

The Viola-Jones algorithm provides the first face detection in “real time”, this algorithm is composed of 3 elements 

for rapid and accurate detection which are the integration of the image to calculate the function, the AdaBoost 

algorithm for selection features and attentional last cascade for efficient calculation [12]. 

Viola-Jones algorithm training is slow but detection is very fast because each image consists of 10,000 to 50,000 

pixels [13]. 

 

A technique proposed by Paul Viola and Michael J. Jones was analyzed [14]. This method is basically the face 

location by using a group of rectangular features, which operates faster than a pixel-based system [14]. The two, three 

and four rectangles: three kinds of characteristics are used. Said rectangular features (CRs) are 10 different types 

shown in Figure 1. 

 

 
 

 

Figure1.Set of tenCRsused in theprocess of locatingfaces. 
 

How you use these CRSR, it is to place them in a certain position within the image and calculate the difference 

between the sum of the pixels within the light part and the dark part of the CR, obtaining an integer value that must 

exceed a to consider that threshold is above the facial feature you want. The training stage is to find the faces in a 
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given scale and position within a window of a given size located a characteristic feature of a face, this is called CR 

classifier. In Figure 2 show a set of classifiers in the classifier where only figure 1d located a feature of the face. 

 

 
 

a)  b)              c)             d) 

 
Figure 2. Four rectangular features (AAD) which is a useful feature that can be considered a classifier only d.  

 

The Viola & Jones method is to train or find a set of classifiers, and their thresholds, testing each of the types of 

classifiers at each position and scale a set of test images using, for this, the learning algorithm AdaBoost[15]. This set 

consists of a group of images that standardized faces and a group of pictures in which faces not be found; sorters with 

the largest number of hits in the classification of the faces and the fewest false positives obtained are selected.  

 

For CRs very quickly calculate various scales an intermediate representation of the image (whole image) is used. 

Once calculated, any CR is calculated at any scale and location in constant time. The integral image in a position x, y 

contains the sum of the pixels above and to the left of x, y. Equation 1. 

 
 

Where ii (x, y) is the integral image and i (x, y)is the original image (Figure 3). Using the following pair of 

recurrences: 

 

s (x,y)= s (x, y-1) + i (x, y)           (2) 

 

ii(x,y)=ii(x-1,y)+s(x,y) 

 

Where s (x, y) is the cumulative sum of the values of the pixels of the row, s (x, -1) = 0, and ii (-1, y) = 0), the 

integral image is calculated in a single pass over the original image.In figure 3, one can see thepoint corresponding 

tothe sum ofall the pixelslocatedon the left andupward.As expressed intheecuaciaciones (1) and (2). 

 

 
 

Figure 3. The value of an integral image at a point (x, y) is the sum of all pixels up and left. 
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Using the integrated image any amount of a rectangle is calculated using an array of four references (see Figure 4). 

Also the difference between two sums of rectangles is calculated with eight references. Since the characteristics of 

two rectangles (types 1, 2, 3 and 4) defined above have adjacent rectangular sums is calculated with an arrangement 

of six references, eight for the characteristics of three rectangles nine for four rectangles. 

 

 
 

Figure.4-The sum ofthe pixelswithin the rectangleDcan be calculatedwith an arrangement offour references. Thevalue of the integralimageat position 

1is the sum ofthe pixelsin the rectangleA.The valueat position 2isA +Binposition 3 isA +C, inposition 4 isA +B+C+D.The sumwithinDcan be 
calculated as4 + 1-(2 + 3). 

The face detection example that comes standard in the package opencv which is free and allows various 

modifications other than face detection also allows us to highlight other elements of the face such as eyes, eyebrows, 

nose and mouth in the more stable version 2.4.9 android contains several elements and files for operation between 

these files should be noted that the algorithm used opencv viola-jones. 

 

As it relates to the face detection algorithm viola-jones is extremely fast due to work in conjunction with the 

AdaBoostalgorithm which selects a small number of critical visual characteristics of a large set of potential features 

[16]. 

 

The next element used in this application to face detection is the file lbpcascade; which is responsible for the 

classification algorithm cascade; this file was trained with some thousands of tests of views on particular objects such 

as cars or faces. Examples can be colored or negative always the same size; after it was trained and qualified can be 

applied to the region of interest. This algorithm is designed to be easily resized[17]. 

 

Speaking specifically, the files used lbpcascade_frontalface.xml consists of a local binary pattern for face detection 

[18]. 

 

The AdaBoost algorithm is to focus on a set of points, the set of points that need to be qualified with a previous 

classification algorithm; in this case the algorithm is given the data on which the distribution is created; which is 

selected weak with the lowest error rate to throw us a rated output signal classification [19]. 

 

In the pseudo-code of AdaBoost is trained with examples (x1, y1), ..., (xm, ym), where xi are in some domain X, and 

labels yi∈ {-1, + 1}. In each round t = 1, ..., T, one Dt distribution is calculated as in Figure 1. Learning algorithm is 

applied to find a weak hypothesis ht: X → {-1, + 1}, where the goal is to find a weak hypothesis with low weighted 

error εt. The final hypothesis H combine signal calculating a weighted combination of weak hypothesis [20]. 

 

Finally java file called Detection Based Tracker creates the parameters to be used to track the object. Most of these 

parameters are the same as those needed to Haar[21]. 
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This specific file contains several methods which are used for better performance when detecting the face; which are 

stop, start, setMinFaceSize, detect and Release in particular setMinFaceSize methods and detect; They are those 

responding to the detection face based on the parameters sent from the lbpcascade_frontalface.xml file [22]. 

 

III. EXPERIMENTAL RESULTS 

 

The results based on tests conducted were obtained as shown in Figure 5; where, Men are easier to recognize than 

women to lesser and greater distance. Also, color of the skin and the use of makeup face affect the detection. Other 

factors affecting is the light in the room and the visibility of the face by the camera.In Figure 5the shortest distanceis 

indicatedinTable 1andbluenumber 20the maximum distance. This testwas performed by placinga 

computerversuscellwith different faces. It can be seenthat thebest results are obtainedat lowerdistances.When the 

distanceis increasedthe result is notproportionalor exponential. Inall casesit caresthat theface wascompletelydetected. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

 

Figure 5: ResultsFace Detectionmaximum distance. 

 

If we nowapproachthe cameracellfromsuch a distanceto detecthead andfulltorzoof a humananddiminishthedistance 

tothe maximum limitwhereit is not possiblethat the faceis capturedin fullresultsyou willgetthefigure6.The best results 

areobtained whenno longerentersthe cameracapturingthehairof the person;that is,the middle part ofthe graphbetween 

the bars8 and 14. 
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Figure 6: Face DetectionResultsminimum distance. 

 

The system was tested to detect face images shown in computer and likewise were recognized without problem. 

However the screen brightness only slightly hinders the recognition. 

IV. CONCLUSION 

 

The faces were detected based on the minimum, maximum brightness of a room; an application that can recognize the 

faces of the people framing it.  

The correctdetectionof a facedepends onfactors such as distanceand the full orpartialfacedetection. You 

mayrecognizethe patternof the human faceif itis incompletewhichdoes not benefitifwe want that the processto be 

incorporateda biometricsecurity system.Factors such as light or wearing makeup can affect face detection as well as the 

Owner; therefore, it requires more robust algorithms, if what you want is applied to security systems that use mobile 

devices.However, thesystem can be appliedwithadvantagein caseswhere whatis needed isthe locationorcountingfaces. 
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