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ABSTRACT: Balancing load is very important in cloud computing environment. Now a days, cloud computing is very 
popular and rapid growing technology. Clients from all over the world request for various cloud computing services. In 
present situation the load balancing algorithms are built to allocate the user requests to cloud resources (Data centre) in 
very efficient and intelligent way, so that over/under utilization of resource will not occur in cloud environment. In this 
paper, we proposed Modified Active Monitoring load balancing algorithm which allocates the user requests to all 
virtual machine in efficient manner. Simulation of this algorithm is done in Cloud Analyst simulator and we compare 
the results with existing Active Monitoring algorithm. Proposed algorithm distributes the load to all virtual machine 
without over/under utilization. 
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I. INTRODUCTION 
 

Cloud computing is emerging and innovative technology adopted in both industry and academia to store and retrieve 
the data file and we can access the software and computing resource over a network. Cloud technology is getting 
popular and large numbers of users are accessing the cloud services. Balancing load is major task of cloud service 
provider with minimum response time and better satisfaction of service level agreement of users. Many algorithms like 
Round Robin, Random Distribution and Throttled are used to distribute the load to virtual machine running in data 
centre with minimum response time and better throughput. But constraints such as over/under utilization of virtual 
machine and communication delay are not addressed clearly. Generally load balancing algorithms can be classified into 
static and dynamic algorithms. Static load balancing algorithms do not depend on the state and behaviour of system 
while allocating the user request. These algorithms are mostly suitable for homogeneous and stable environment but in 
dynamic environment they produce a poor response time. Dynamic Algorithms depends on the state and behaviour of 
the system, while allocating the user request they are more flexible and take different types of system attributes. 
 
Cloud system consists of several servers, virtual machine, storage etc., which are interconnecting efficiently in network. 
Nowadays, cloud computing fully depends on virtualization technique and thus enables the server to run several 
applications. In this paper, we present the Modified Active Monitoring load balancer to overcome the over/under 
utilization problem in Active Monitoring load balancer. 
 

II. RELATED WORK 
 

In this section, we briefly discuss the basic load balancing algorithms in cloud computing. The main focus of load 
balancing algorithms in cloud environment is to distribute the incoming requests to all available virtual machines with 
minimum response time. Load balancing is normally defined as a process to distribute the workload on cluster of 
virtual machines in data centre links to achieve optimal resource utilization for maximum throughput and minimum 
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response time. There are many load balancing algorithms proposed by researchers to balance the load in cloud, of 
which three load balancing algorithms are as follows. 
 
A. Round Robin Algorithm: 
Round robin algorithm is static in nature, it allocate the user requests to virtual machine in rotation manner. When first 
request arrives, it selects virtual machine randomly then next requests are allocated in rotation manner. Drawback of 
this algorithm is that, it does not consider the state or size of the server while allocating the user requests. 
 
B. Active Monitoring Load Balancer: 
Active load balancing algorithm is dynamic in nature. It has index table to store the information of number of user 
requests currently running in each virtual machine. When next request arrives, it finds the least loaded virtual machine 
from the index table. Drawback of this algorithm is that, virtual machines are over and underutilized while balancing 
the load. 
 
C. Throttled Load Balancer: 
Throttled load balancing algorithm is also dynamic in nature, in which at a time one virtual machine executes only one 
user request. The Load balancer maintains index table to store the state (Available or Busy) of each virtual machine. 
When a request arrives load balancer parses the index table and finds the available state virtual machine for allocation. 
If all virtual machine are busy it returns -1 and then requests are stored in waiting queue. Drawback of this algorithm is 
that it checks table from first index every time to allocate. Because of this virtual machines are over/under utilized. 
 

III. PROPOSED  MODIFIED ACTIVE MONITORING ALGORITHM 
 

In proposed work we are considering Active Monitoring load balancer to propose a Modified Active Monitoring load 
balancer. This algorithm focuses on finding the least loaded virtual machine (VM) and how user requests are assigned 
intelligently to it, so that optimum utilization of virtual machine is done. Algorithm of Modified Active Monitoring 
load balancer is given below. It checks the least loaded virtual machine to allocate the user request also considering 
previous allocation. If the least loaded VM is previously used, it goes for next least loaded VM for user request. 
 
Algorithm: Modified Active Monitoring Load Balancer 
Input: Number of incoming requests A1, A2 . . . . . . . An, Available virtual machines B1, B2.………Bm 
Output: All incoming requests A1, A2 . . . . .. An are allocated least loaded virtual machine status among the available 
B1, B2········ Bm 
1: Initially all the virtual machines have 0 request allocations. 
2: Modified Active Monitoring maintained the index table of virtual machines which has number of requests currently 
allocated to each virtual machine. 
3: When requests arrive at the data centre, it passes to the load balancer. 
4: Load balancer parses the index table and finds the least loaded virtual machine for allocation. 
Case I: if found 

a. Check whether the chosen least loaded virtual machine is used 
    immediately in the last iteration. 
If YES 
Go to step 4 to find next least virtual machine 
If NO 
Least loaded virtual machine is chosen 

5: Modified Active Monitoring load balancer returns the virtual machine id to the data centre. 
6: Request is assigned to the virtual machine. Data centre notifies the Modified Active Monitoring load balancer  
    about  the allocation. 
7: Modified Active Monitoring load balancer updates the requests hold by each virtual machine. 
 
Figure 1shows the flow diagram of Modified Active Load Balancer Algorithm. 
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Figure1: Flow of proposed Modified Active Monitoring Algorithm 

 
There is “n” number of user who sends requests to data centre. Data centre controller sends “n” user request to “m” 
virtual machine which are running on it. Modified Active Monitoring load balancer maintained index table to store the 
number of requests that are currently executing in each virtual machine, When request comes it checks the least loaded 
virtual machine, if the least loaded virtual machine is previously allocated then the algorithm choose the next least 
loaded virtual machine for user request, so we achieve the efficient utilization of all virtual machine. 
 

IV. EXPERIMENTAL SETUP 
 

Simulation of proposed algorithm is carried out in Cloud Analyst Simulator. Cloud Analyst is a simulation framework 
enables to user modelling and simulates a large scale cloud infrastructure environment, Cloud Analyst is built on the 
top of CloudSim tool kit by extending CloudSim feature and new graphical user interface. Architecture of Cloud 
Analyst is shown in Figure 2.  
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Figure 2: Architecture of Cloud Analyst simulator 

 
Snapshot graphical user interface of Cloud Analyst simulator is shown in Figure 3.It enables the user to create and 
configure the data centre & user base (Traffic generator) in all the regions easy and quickly. Simulator generates the 
output in the form of graph and tables enable the modeller easy analysis of performance parameter. 
 

 
 

Figure 3: Snapshot of simulator 
 

Simulation configuration of user base and data centre is given in Figure 4 and 5. User base configuration consists of 
generation of traffic at given time and Application router algorithm for routing the traffic to different region. Data 
centre configuration consists of hardware specification like storage, processor, bandwidth etc.  
 
From the results obtained, we observe that the response time of both Active Monitoring and Modified Active 
Monitoring load balancer are same. But our proposed algorithm makes best utilization of resources compared to Active 
Modified load balancer. 
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Figure 4: User base configuration.                                     Figure 5: Datacenter configuration 
 

V. RESULTS AND ANALYSIS 
 

We analysed the result based on the efficient utilization of virtual machines. The proposed Modified Active Monitoring 
algorithm does not allow the virtual machines which are allocated in the previous request. It finds next least loaded 
virtual machine for allocation. So we can utilize all virtual machines without over/under utilization. We simulated 
experiment using 5, 25 and 50 virtual machines respectively. 
 

Table 2: Virtual machine usage with 5 VMs 
 

SI.  No Active Load 
Balancer 

Modified Active 
Load Balancer 

VM0 1174 258 

VM1 78 252 

VM2 11 253 

VM3 4 251 

VM4 2 254 
 
Virtual machine utilization of Active Monitoring and Modified Active Monitoring are shown in Table 1 and 2. We can 
see that Modified Active Monitoring algorithm distributes the load efficiently to all available virtual machines 
compared to Active Monitoring load balancer. In Active monitoring load balancer VM0 is over utilized and VM4 is 
underutilized. But in the proposed algorithm all virtual machines are efficiently utilized. 
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Table 3: Virtual machine usage with 25 VMs 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

VI. CONCLUSION  
 

Good load balancing algorithm distributes the load to all virtual machines with minimum response time, maximum 
throughput and efficient utilization of all virtual machines. In this paper, we proposed the Modified Active Monitoring 
load balancer which manages the load by considering all virtual machine requests for allocation and previous allocation. 
In Active Monitoring load balancer, virtual machines are extremely over/under utilised. To overcome the drawback, we 
modified Active Monitoring load balancer. Modified Active Monitoring Load Balancer distributes the load across the 
virtual machine efficiently. VM0 and VM4 are over and underutilized in Active Monitoring whereas in proposed 
algorithm all virtual machines are efficiently and evenly utilized. As a future work, we can further improve the 
proposed algorithm by considering more dynamic situation of the incoming request. 
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