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ABSTRACT: In WSN,  data from various sensor nodes is aggregated at aggregating node, which is usually done by 
simple techniques such as averaging as  limited computational power and energy resources. However such aggregation 
is known to be highly vulnerable to node compromising attacks. These methods are highly susceptible to attacks as 
WSN are usually without tamper resistant hardware. Thus, determination of  trustworthiness of data and reputation of 
sensor nodes is crucial for wireless sensor networks. Thus, Future aggregator nodes will be capable of performing more 
sophisticated data aggregation algorithms, thus making WSN less vulnerable, as the performance of very low power 
processors dramatically improves. Iterative filtering algorithms hold great promise for such a purpose. As assigned the 
corresponding weight factors to data provided by each source, such Iterative algorithms simultaneously aggregate data 
from multiple sources and provide trust assessment of these sources. While significantly more robust against collusion 
attacks than the simple averaging methods, are still susceptible to a novel sophisticated collusion attack introduce. For 
these security issue, enhanced iterative filtering techniques are introduced which are more robust to collusion attacks 
and accurate. 
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I. INTRODUCTION 
 

Sensor nodes cooperatively send sensed data to base station which forms sensor networks data. These wireless 
sensor networks (WSNs) are usually redundant due to a need for robustness of monitoring and low cost of the nodes. 
At an aggregator node the data from multiple sensors is aggregated. As sensor nodes required computing power and 
energy source, it is essential to use an efficient amount of power in order to use networks for long duration [1].The 
main objective of data aggregation algorithms is to collect data and aggregate that data in an energy efficient manner so 
that  lifetime of network is enhanced. Thus, at the present, data is aggregated by extremely simple  algorithms such as 
averaging. However, such aggregation is very vulnerable to faults, and more importantly, detrimental attacks [1].  As 
the attackers generally can  access the information stored in the compromised nodes completely, this cannot be solved 
by cryptographic methods only. As the traditionally encryption is used to provide complete confidentiality in sensor 
network, the aggregators in secure data aggregation it is need to decrypt the encrypted data to perform aggregation. But  
as it exposes the plaintext at the aggregators, this makes the data vulnerable to attacks from an adversary. Also an 
aggregator can inject false data into the aggregate and allow the base station accept false data. Thus, data aggregation 
improves energy efficiency of a network but it complicates the existing security challenges. For that reason data 
aggregation at the aggregator node has to be concentrate on estimation of steadiness of data from individual sensor 
nodes. Thus, for enhancement more practical algorithms are needed for data aggregation in the  WSN which contain 
two main features. 

 In the presence of stochastic errors such algorithm should estimates the values which are close to the optimal 
ones in information theoretically. That is, if the noise present in each sensor is a Gaussian independently distributed 
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noise with a zero mean, then the estimation produced by these algorithms should have a variance close to the Cramer-
Rao lower bound (CRLB), thus, it should be also  close to the variance of the Maximum Likelihood Estimator (MLE). 
However, this is unavailable in practice because that estimation should be obtained without transferring to the 
algorithm the variances of the sensors. In the presence of non-stochastic errors, this algorithm should also be robust, 
such as faults and malicious attacks, and, beyond aggregating data, such algorithm should also provide an appraisal of 
the reliability and trustworthiness of the data received from the sensor nodes. 

Iterative Filtering (IF) algorithms are good option for wireless sensor networks because they clarify both 
complications like data aggregation and data trustworthiness assessment using a single iterative procedure [5]. Such 
steadiness estimate of each sensor is depend on the distance of the readings of such a sensor from the estimation of the 
correct values, obtained in the earlier round of iteration by some form of aggregation of the readings of all sensors. 
Such aggregation is commonly a weighted average. 

II. RELATED WORK 
 

Simple data aggregation is highly susceptible to node compromising attacks and produces invalid data. Also 
the existing system lack in accuracy and faster while aggregating data which decrease the performance in the presence 
of non-stochastic errors, such as faults and malicious attacks. By simple data aggregation it is easily affect by 
exploiting false data injection through a number of compromised nodes.  

Robust data aggregation is a serious concern in WSNs and there are a number of papers investigating 
malicious data injection by taking into account the various adversary models. The main  research is around : Iterative 
filtering algorithms, certainty and reputation systems for WSNs, and secure data aggregation with compromised node 
detection in WSNs. There are a number of published studies introducing IF algorithms for solving data aggregation 
problem [4], [5], [6]. Li et al. The paper proposed by H.L.Shi [7] intoduces six different algorithms, which are all 
iterative and are similar and the only difference among the algorithms is their choice of norm and aggregation 
function. Ayday et al. proposed a slight different iterative algorithm in [8]. Their main differences from the other 
algorithms : 1) The ratings have a time-discount factor, so after time their importance will fade out; and 2) The 
algorithm maintains a black-list of users who are especially bad raters. Liao et al. proposed an iterative algorithm 
which beyond simply using the social network of users , also uses the rating matrix.  
  We Introduced the several existing iterative filtering algorithms, while significantly more robust against 
collusion attacks than the simple averaging methods, are still attackable to a novel sophisticated collusion attack we 
introduce. The performance of IF is approved by simulation on synthetically generated data sets. According to 
simulation results it clarify that the robust aggregation technique is effective in terms of robustness against the novel 
sophisticated attack as well as capable in terms of the computational cost. based on biased and unbiased readings in 
specified location, the sensor errors are estimated. IF provides greater accuracy and better collusion resistance than 
the other method. 

III. PROPOSED SYSTEM 
 
Figure 1 shows the architecture  diagram of proposed system. User can enter into existing network topology if user 

is valid. We consider mobile database for experiment. These sensor database is first loaded at server. Server forward 
this data to aggreagator. After that it distributed into subdata according to no of clients. After encryption is done these 
clients forward this data to the aggregator again. 
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Fig.[1]:System Architecture. 

 
At the aggregator , iterative  filtering algorithm is applied and it estimate MLE with known variance which helps to 
check iscollusion attack is done or not. After that secured data is send to base station. 

A. Robust data aggregation framework 
Robust data aggregation is done at the cluster head, like Identification of a new sophisticated collusion attack which 
reveals a severe susceptibility of IF algorithms; 

 
Fig.[2]:Robust data aggregation[1] 

A method for estimation of sensors’ errors which is effective in a range of sensor faults which solve collusion attack as; 
Using MLE, it design an efficient and robust aggregation method, which utilizes an estimate of the noise parameters; 
Improved IF able to protect against sophisticated collusion attacks by providing an initial estimate of trustworthiness of 
sensors using inputs. 

B. Bias Estimation 
Assume that all sensor have some error denoted by et

s of sensor s with sensor bias bs  and sensor variance ߪ௦.By setting the 
gradient of  F(b) to zero we obtain a system of linear equations whose solution is our approximation of the bias values 
and they are written in following compact form 

௦௧ݔ = ௧ݎ + 	 ݁௦௧                                                                           (1) 
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C. Variance Estimation,MLE with known variance: 

We can now obtain an estimation which corresponds to MLE formula for the case of zero mean normally distributed 
errors, but with estimated rather than true variances. Thus, in the expression for the likelihood function for normally 
distributed unbiased case. Therefore, we assume that the expected value rt of the measurements is the true value of the 
quantity measured, and is the only parameter in the likelihood function. 

																																								ℒ௡(ݎ௧) = ∏ ଵ
ఙ೔√ଶగ

௡
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  By differentiating the above formula with respect to rt and setting that equal to zero, we obtain, 
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௜ୀଵ  ௜௧(4)Above equation gives the estimation of true value ofݔ

measurement in a form of weighted average of sensor readings. 

IV. EXPERIMENTAL RESULTS 
 
At the sever we load the mobile database from sensor database, this data is then aggregated at aggregator and 

generate patter recongnization from that database as shown in figure 3.At the aggregator this data is then distributed 
according to the no of clients i.e. cluster heads. In this module the weighted factor is assigned to each source in the 
network. The individual id specifies the node location by allocating weight factor to each node. Figure 3 Shows that 
each node is specified by their location by assigning weight factor. The allocation of weight factor is based on the 
computational energy need in any form of network. In this module the number of nodes connected into the network can 
also be identified. 

 

 
Fig.[3]: Loaded mobile data from sensor database 

This weighted data is then distributed to the clients. Using IP address of each client we can add no. of clients for data 
distribution. At the client, this data is the received from aggregator and it after encryption it again forwarded to the 
aggregator, here we consider these clients as a node and one client acts as a adversary node. After completing file 
transfer from each client to the aggregator, at the aggregator it estimates the bias and  variance and using MLE  with 
known variance it determine that which client has done changes in data i.e. adversary node is detected. 
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      Fig.[4]: File transmission from aggregator to clients. 

Figure 4 specifies the secure data aggregation using Iterative Filtering technique. It is a tool for maximum likelihood 
inference on partially observed dynamical systems. Stochastic reputations to the unknown parameters are used to 
explore the parameter space. Compare the different iterative value to provide the rank for each iteration. The highest 
rank iteration occurs more error and then this error is avoided using IF technique. 

 
Fig.[5]: Collusion attack detection using IF. 

 
We compare our system with other iterative filtering algorithm, which gives the following result according to bias and 
varinace estimation with known MLE variance. 

 

 
Fig.[6]: Graph of comparison of different IF algorithm with proposed system. 
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V. CONCLUSION  
 

In wireless sensor network needs the high computational cost and power need for transmitting the data. To 
reduce that data aggregation technique is used in WSN. This data aggregation is done by using various simple methods 
such as averaging but this technique is highly vulnerable. In proposed system, we introduced Iterative filtering 
algorithms with initial estimation by giving weighted factors which makes algorithm collusion robust, accurate and fast 
converging. In future work, we will investigate whether it can protect against compromised sensornodes in a deployed 
sensor network. 
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