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ABSTRACT: In micro-blogging services like Twitter offers a robust outlet for people’s thoughts and feelings it's a 
colossal ever-growing provider of texts ranging from everyday observations to concerned discussions. This paper 
contributes to the sphere of sentiment analysis, that aims to extract emotions and sentiment from text. A basic goal is to 
classify text as expressing either positive or negative feeling. Sentiment classifiers are created for social media text like 
blog posts, product reviews, and even Tweets. With increasing quality of text sources and topics, it is time to re-
examine the quality sentiment extraction approaches, and presumptively to redefine and enrich the definition of 
sentiment. 
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I. INTRODUCTION 
 
Sentiment analysis may be a variety of natural language process for following the mood of the general public a few 
specific product or topic. Sentiment analysis, that is additionally referred to as opinion mining, involves in building a 
system to gather and examine opinions regarding the merchandise created in blog post, comments, reviews or tweets. 
There are many challenges in sentiment Analysis. the primary is associate opinion word that's thought of to be positive 
in one scenario is also considers negative in another scenario. A second challenge is that individuals don’t continuously 
specific opinions within the same manner. Most traditional text processing depends on the very fact that tiny variations 
between 2 items of text don’t amendment the meaning noticeably. Sentiment analysis concentrates on attitudes, 
whereas traditional text mining specialise in the analysis of truth. There square measure few main fields of analysis 
predominate in sentiment analysis: sentiment classification [8], feature primarily based sentiment classification [7] and 
opinion summarisation. Sentiment classification also deals with classifying hole documents in line with the opinions 
towards bound objects. Feature-based sentiment classification [7] on the opposite hand considers the opinions on 
options of bound objects. summarisation of opinion task is completely totally different from text summarisation as a 
result of solely the options of the merchandise are mined on that the purchasers have expressed their opinions. 
 

II.RELATED WORK 
 
the authors [1] worked on POS-specific prior polarity features and use of a tree kernel to obviate the need for tedious 
feature engineering. In this paper, they look at one such popular microblog called Twitter what's more, form models for 
grouping "tweets" into positive, negative and nonpartisan sentiment. They fabricate models for two characterization 
assignments: a paired undertaking of arranging conclusion into positive and negative classes and a 3-route errand of 
grouping feeling into positive, negative and impartial classes. They experiment with three types of models: unigram 
model, a tree kernel based model and a feature based model. 
In [3] author propose a supervised sentiment classification framework which is predicated on information from Twitter, 
a preferred microblogging service. By utilizing fifty Twitter tags and fifteen smileys as sentiment labels, this 
framework avoids the requirement for labour intensive manual annotation, permitting identification and classification 
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of various sentiment kinds of short texts. the standard of the sentiment identification was also confirmed by human 
judges. 
In[8]author introduced sentiment Treebank and Recursive Neural Tensor Network to address challenges of sentiment 
compositionality. The sentiment Treebank includes fine grained sentiment labels for they cannot capture the meaning 
of longer phrases properly. 
In [10] author presents SentiView, an intuitive representation framework that intends to examine open assumptions for 
famous themes on the web. SentiView joins instability successive words in the content information, it mines and 
models the progressions of the sentiment on open subjects. 
 

III. PROPOSED WORK 
 
In existing technique uni-gram based technique is used which used to match word by word to analyse any review but 
this process is not efficient to provide better results, a new n-gram based technique is presented which match two three 
or n-words to analyse the sentiment of the people.  In this chapter a brief overview of the proposed technique, is 
presented, which gives a detailed description  of the propose technique.   
Experimentation with both keyword-based Uni-gram and Ngram supervised techniques was done. The keyword-based 
Uni-gram approach does not require any training data. The work is only on the test data. It also does not require the test 
data to be represented in a special way. It can be done by string matching operations. On the other hand, the supervised 
approach requires a lot of pre-processing on the training data. It also requires both the training data and the test data to 
be represented in some way. The representation can be either bag-of-words representation or feature-based 
representation, or both. Obviously, supervised approaches are computationally complex. 
Ngrams: - 
In n-gram model, sub sequence of n-item or word to extract several patterns to analyse data. N-gram used in various 
applications like statistical learning theory, statistical language processing, or sequence pattern analysis. In pattern 
analysis sequence of pattern provided to extract pattern from the test datasets. In that process n-gram is used to generate 
patterns which used as an input to extract patterns. A pseudo code of N-gram for pattern extraction is presented below: 
The general equation for Ngram approximation to the conditional probability of the next word in a sequence is  
 
(|߱ଵିଵ߱) = ܲ(߱|߱ିேାଵିଵ )  Equation 3.1 
  
An intuitive way to estimate probabilities is called maximum likelihood estimation or MLE. We get the MLE estimate 
for the parameter of a N-gram model by count from corpus and normalize the count so that they lie between 0 and 1. 
 

|߱ିேାଵିଵ߱) ) = 	 (ఠషಿశభ
షభ ఠ)

(ఠషಿశభ
షభ )

  Equation3.2 
 
Equation 3.2 estimates the N-gram probability by dividing the observed frequency of a particular sequence by the 
observed frequency of a prefix. This ratio is called a relative frequency. 
 
Algorithm for calculating sentiment of tweets  
Input: Dataset of sentiword for Ngram, Live Tweet text based data. 
Output: Algorithm process, Sentiment of each tweet using Ngram. 
Download tweets from Twitter API (search API) 
Preprocessing and cleaning of tweet data.  
Tn = (t1, t2 …… …. .t100);   
// storing the tweets in array  
Pn = (P1 , P2 , P3 ……………………. P100); 
// storing positive probability for all tweets. 
Nn = (N1, N2, N3……………………N100); 
//storing negative probability for all tweets. 
Neun = (Neu1 ,Neu2 , Neu3 ………………Neu100); 
// storing neutral probability for all tweets 
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for (i = 1 ;i<= 100 ; i++) 
{ 
word = (w1 , w2 , w3 , ……………….w100 ); 
word = ti ; 
word ^ ignore word; 
// remove ignore word from tweet; 
// probability calculation for Ngram. 
For each w  
//probability calculation for positive 
    Pi =  (߱|߱ିேାଵ

ିଵ ) = 	 ௨௧	௦௧௩(ఠషಿశభ
షభ ఠ)

௨௧	௦௧௩(ఠషಿశభ
షభ )

 
// probability calculation for positive and store in array for tweets. 
 
//probability calculation for negative sentiment  

ܰ = |߱ିேାଵିଵ߱)	 ) = 	
ିேାଵିଵ߱)݁ݒ݅ݐܽ݃݁݊	ݐ݊ݑܥ ߱)
ିேାଵିଵ߱)݁ݒ݅ݐܽ݃݁݊	ݐ݊ݑܥ )  

//probability calculation for neutral word 

ܰ௨ 		= |߱ିேାଵିଵ߱)	 ) = 	
ିேାଵିଵ߱)	݈ܽݎݐݑ݁݊	ݐ݊ݑܥ ߱)
ିேାଵିଵ߱)݈ܽݎݐݑ݁݊	ݐ݊ݑܿ )  

} 
// calculating dominant sentiment of the tweet  
Dominant ; 
// to store dominant sentiment 
for each tweet  
      dominant = compare(Pi,Ni ,Neui); 
show (dominant); 
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Proposed technique: - 
 
In existing technique, a unigram based technique is used for pattern extraction technique is used. In that technique 
single state of automata is used to extract patterns. A single word is responsible to extract patterns but that process is 
too time consuming, not efficient to proper sentiment analysis, not able to provide accurate result. To resolve such 
issues a N-gram based pattern extraction technique is used which provide a fast extraction framework to extract 
patterns. In that technique sequence of words are used to extract pattern from the database. in proposed technique a n-
gram based technique is used to extract pattern from live dataset of twitter.com to analyze sentiment of the users.  
This process contains following steps: 
 Search term (keyword) is provided into search space. 
 Tweets in context of search term from the dataset are fetched. 
 Data preprocessing process is performed. in that all the spaces, unwanted symbols from tweets are deleted 
from the reviews.  
 Refinement of the tweets are performed. 
 N grams are generated for sentiment analysis 
 On the basis of the process tweets are analyzed as, +tive, -tive, and neutral. 
 
 

IV. PERFORMANCE EVALUATION 
 
Performance evaluation of the proposed technique is presented in this section, to evaluate performance of the proposed 
technique Accuracy, Precision, Recall, F-measure are taken as a parameter. 
 
 
accuracy =   ௧ା௧

௧ାାା௧
   6.1 

 
Precession = ௧

௧ା
    6.2 

    
ܴ݈݈݁ܿܽ = ௧

௧ା௧
    6.3 

 
   ݂ = 	 ଶ	௦௦∗ோ

௦௦ାோ
    6.4 

 
 
Standard deviation  
 

Table 1standard deviation for testing accuracy for sentiment of tweet, unigram, Ngram. 
 

 Standard  deviation  
Sentiment of tweet 0.679869268 
unigram 0.634867 
Ngram 0.61101 
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Figure 2:-standard deviation for testing accuracy for sentiment of tweet, unigram, Ngram. 
 
 
 

Table 2Statistical Analysis of The Proposed Technique. 
 

 

 
Figure 3 performance analysis 
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Technique  Accuracy (in %) Precision(in %) Recall(in %) F-measure(in %) 
Unigram 74 61 85 85.02 
N-gram 86 85 88 86.47 
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Standard deviation test is shown in figure 2 and table 2 to show the accuracy of the sentiment analysis of unigram and 
Ngram the proposed technique. A graphical and statistical analysis for the propose technique is presented which shows 
that proposed technique provides better results as compare to the existing technique. Graphical analysis shows that 
proposed technique provide more accurate results as compare to the proposed technique. Precision and F-measure of 
the proposed technique is also good. Thus in that way proposed technique provides an enhanced functionality to 
analyze people’s sentiment.   
 

V. CONCLUSION 
 
This thesis has made some confirmations of previous funding and three main novel contributions. The confirmation is 
that N-gram techniques out-perform Uni-gram techniques and that term presence gives better results than other instance 
representations. The contributions are data collection of tweets, empirical study of the role of context in sentiment 
analysis of tweets, and best feature selection. All training data (negative, positive, neutral) and test data were collected 
from Twitter using different APIs. Test data was collected using Twitter Search API. 
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