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ABSTRACT: As years are passing people are getting more and more attracted towards Social Media Sites and they 
had  started attaching there life with these electronic gadgets. As this things are happening the data being created and 
shared by millions of people that is  increasing per second and these data are not easy to store and manage. As we know 
that everything in this world has some meaning full existence in this world   in that similar way this Big data can also 
be used for some application and for that the analysis done is called Sentiment Analysis. But Analyzing this large 
dataset is not so easy , and same way Sentiment Analysis is lacking for  Negation Statement case. This problem is 
reducing the accuracy of Sentiment Analysis which can be verified easily with the proposed methodology in this paper.  
 
KEYWORDS: Negation, Sentiment Analysis, Big data 
 

I. INTRODUCTION 
 

 ig Data is the most emerging word during this period of time and it is the most major topic to be  concerned for. 
Social Media has taken over a very large space in human life style that is why Big data is also became very big problem 
to  handle and use it simply[4]. 
And this data from social media is very important and can be used for various analysis like Sentiment analysis. With 
the innovation of digital Technologies and smart devices , a huge amount of digital data is being generated everyday. 
This data is very hard to manage using conventional techniques like Relational Database Management System[7] , 
these system can not able to store this huge data and impossible to analyze this data fastly and accurately.  
Due to the failure of conventional technique of storage of data for big Data a new system is invented termed as Hadoop 
, Hadoop is a open source framework which has ability to store the data and also to analyze the data accurately , 
precisely and fastly also. 
 
 The Apache Hadoop software library is a framework that allows for the distributed processing of large data sets across 
clusters of computers using simple programming models. It is mainly designed to maintain thousands of machine 
through a single server. Hadoop has various tools which supports different languages for its processing , example, 
HDFS , Hive , Map-Reduce , Pig , Oozie , flume etc [13]. This paper will mainly need to get in touch with Flume, Hive 
, HDFS, Pig. Flume supports for the collection of dataset from the developers site of Twitter (i.e  http://dev.twitter.com) 
and hive mainly uses HSQL language which is for the data handling as in tables, views etc. HDFS is mainly for the 
storage purpose. And in this project Pig is used for making a user defined function for different procedure.  
As various studies  has been conducted  in this area but the accuracy of sentiment analysis is not up to the mark till 
now. And in case of Big Data the accuracy is not good because to handle large amount of data is not an easy task. Our 
main purpose is not only to store large amount of data but also to analyze it for the benefit of organizations and also for 
the peoples welfare.  

B
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This Paper contains 5 section which are discussed in detail - 
Section 1 -It contains the Introduction of the concept which is used for the project. 
Section 2 - Preliminary Definition of some required Terms 
is discussed here. 
Section 3 -Experimental Setup & Results , these section will give the basic requirement to perform this task and what 
are the preliminary steps that is to be followed need to be discussed here. 
Section 4 -Proposed Model This section mainly specify the basic need of the process to be followed for the overall 
sentiment analysis with improved accuracy.. 
Section 5 - Conclusion and Future Work, this section mainly discuss the  result what we have got from the analysis and 
how much the algorithm is suitable for the dataset is need to be discussed here. And what can be done further to 
explore more this topic is also suggested. 
 

II. PRELIMINARY DEFINITION 
 
The raw Data that need to be processed for opinion mining or sentiment analysis can be of Two type -  
1. Structure Data - Structured data is information, usually text files, displayed in titled columns and rows which can 

easily be ordered and processed by data mining tools. This could be visualized as a perfectly organized filing cabinet 
where everything is identified, labeled and easy to access.  
    2. Unstructured Data -Unstructured data is that which has no identifiable internal structure. It can be visualized as a 
room with unorganized objects .Some examples of unstructured data are E-mails, PDF files , Digital Images , Video, 
Audio etc. 
For This type of Unstructured Data [5] the Traditional Database Management System will not work , RDBMS can not 
able to handle large and unstructured Data that is why it need to have other Big Data handling system which store and 
process it in faster speed. 
 
      2.1. Lexical Analysis 
       
Sentiment Analysis can be widely divided into various methods like Lexical analysis 
Lexical analysis mainly use the analysis from the reference of any well defined corpus. This corpus contains English 
words with its meaning and the parts of speech given for individual words.      
In the case of sentiment analysis, a simple lexicon based approach would be to classify the sentiments of  tweets  based 
on number of 'positive' and 'negative' terms contained in the tweets and choose the label with the most contained 
terms.[12]. The flowchart for this is shown in figure 2.1. 
   
 
            
 
 
 
 
 
 
 
 
 
 
But lexical Analysis also fails in some cases that is why we can not take only lexical analysis for our study , for 
improved accuracy and precision it should have followed some other method or path to overcome the disadvantage of 
the lexical Analysis. 

Source  
Code Lexical 

Analyzer 
Syntax 
Analyzer 

tokens 
 

request for token 

Figure 2.1. Block diagram showing process involved in Lexical Analysis 
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                  2.2.  Machine Learning Algorithm 
 
Machine learning algorithm mainly divided into two parts i.e. Supervised Approach and Unsupervised Approach. 
There are various Machine Learning algorithm till date which can be used and compared which can give the better 
accuracy. 
But as nothing is perfect Machine Learning algorithm also not give the perfect accuracy and precision for example this 
machine learning algorithm [12] needs training and test data set in large amount to get perfect accuracy. 
That is why by studying both the perspective for this paper the combination of Lexical Analysis and Machine Learning 
Algorithm both have been considered to overcome the disadvantage of negation problem from lexical analysis  
Machine learning Algorithm suits the best and for providing the large amount of training dataset Lexical Analysis 
provide it. 
 
     2.3. Natural Language Processing    
 
Natural language processing (NLP) is the ability of a computer program to understand human speech as it is spoken. 
NLP [9] is a component of artificial intelligence (AI). 
Today NLP is a necessary tool since human has to communicate to the computers and computer understand only 
machine language for that Naturally converting processing  is required. Current approaches of Natural Language 
Processing is through the use of Machine Learning Algorithm . 
NLP can mainly performs various functions (shown in Figure 2.2)  like : 

 Tokenization 
 Part of Speech Tagging 
 Parsing 
 Named Entity Recognition 
 Chunking 

  
There are various NLP toolkits available like : 

 Stanford NLP 
 Natural Language Toolkit(NLTK) 
 Apache OpenNLP 
 Apache Lucene & Solr 

For this paper the Apache OpenNLP have been considered better  which is open source with the use of Maximum 
Entropy Algorithm as the Machine Learning Algorithm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Free Text Tokenization Part-of-speech 
Tagging 

Concept 
Tagging 

Noun-Phrase 
Detection 

Document 
Summarization Document 

Classification 

Figure 2.2. Block diagram showing process of NLP 
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2.4. Maximum Entropy Algorithm 
 
 
Maximum Entropy Algorithm  is a Machine Learning Algorithm .The Max Entropy classifier is a probabilistic 
classifier which belongs to the class of exponential models. Our target is to use the contextual information of the 
document (unigrams, bigrams, other characteristics within the text) in order to categorize it to a given class 
(positive/neutral/negative, objective/subjective etc).  
Maximum Entropy main Principle is Higher the entropy higher is the uniformity. The maximum entropy principle is 
based on selecting the most uniform distribution which is to be known by the one having maximum entropy.  
To define Log Likelihood of the model p with respect to the empirical distribution p , which is derived below in the 
formulae :- 
 

 
 
And in this case as it is using the maximum Entropy Algorithm to the Training Dataset obtained by the Lexical 
Analysis of the Data using Hadoop and as the output it will give the Log-likelihood in 100 iterations which will show 
us the accuracy of the analysis which have been done  using Lexical Analysis after removing the Negation Problem 
from it. 
 

III. PROPOSED MODEL 
 

For improving the accuracy of Sentiment analysis the system in which these model has to be implemented should have 
RAM of capacity minimum of 8GB and for Big Data we require a framework called Hadoop in the System . With the 
use of Flume we can collect the dataset (http://dev.twitter.com) which is to be processed.  
As the method followed is Lexical Analysis first it need some corpus of English words which will Analyze the sentence 
and check with the corpus to be created. 
After the collection of dataset from twitter it can further proceed to get the analysis done and the output will be in the 
form of Positive , Negative and Neutral cases .In this paper three cases have been assumed that is  of Positive , 
Negative and Neutral only. In this Model all the steps of data pre processing is done in Hive tool and after that it must 
create a User Defined Function which is written in Java using Pig tool of hadoop. As shown in Figure 4.1, it represents 
the overall methods to be followed during this process of Sentiment Analysis. In above procedure for solving the 
negation removal  problem it is easy to write a User Defined Function in Java Language  which combines the negative 
adverb word with its neighboring  adjective positive word and make its polarity to  -1 i.e. negative. 
 And as discussed earlier about Machine Learning Algorithm and out of various machine learning Techniques  
Maximum Entropy Algorithm is taken up, and applied with the base of OpenNLP toolkit. As Natural Language 
Processing tool kit is the tool which is capable of Understanding the Naturally using Human language to machine till 
some extent.  
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IV. RESULTS & DISCUSSION 
 

Through this Paper, an efficient algorithm for Sentiment Analysis has been checked and proved to be efficient. This 
study proves that Sentiment Analysis gets better accuracy and Precision by using the Lexical and Machine Learning 
Algorithm together. Figure 5,1 shown below give the output of the Maximum Entropy Algorithm using OpenNLP tool. 
 
This Maximum Entropy Algorithm Log-likelihood data predicts the graphical output on the basis of its iterations which 
is  shown in below figure 5.2 :- 
 

                                       
 
 

 
V. CONCLUSION  

 
This Proposed Method is suitable for English Language only. In future it can be tested for other Language data Set also 
and it can be more accurate and precise by understanding each line and sentence in any language like as a human being 
understanding. And also solve different problems like Increment - decrement statements and also solve the emoji cases 
to be analyzed. One further more work is Possible to increase the speed of the working of whole analysis. In this paper 
data is taken  from Twitter only but we can take data from any of the social media sites. This project is mainly handling 
the big Data which need to be handled better with connection of parallel distributed systems and connected to a single 
server this can be done in future work. 

Figure 5. 1 Output of  Maximum Entropy Algorithm  
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