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ABSTRACT: Pervasive sensing is one of the most prominent technologies being adapted by current process industry.
Every process industry is highly equipped with wireless sensors for process monitoring in which locations human
intervention need to be limited. Thus, major challenge with these humerous sensors is store and analyzes large volume
of sensor data stream. This paper focus on sensor data analysis along with anomaly detection specific to process sector
because the placement and nature of the data generated from these sensors follows a specific pattern during process
flow. This data is more structured unlike other type of big data in which data is more unstructured. No assurance that
any single algorithm can produce optimized results. So, this paper presenting a generic frame works with ensemble of
methods such as probability and statistics, Neural Networks and Clustering. Here Neural Net is supervised learning
model to predict new data based on trained data. But unseen data is wrongly predictable by neural nets. For that
clustering is used as unsupervised learning model to efficiently handle concept drifts in sensor data stream. These
solutions are implemented to various data scenarios with practical means to improve prediction and anomaly detection
accuracy of equipment as well as process flows. Best of our knowledge no single framework is available to fully
analyse sensor data stream related to independent, correlation based, group wise with respect to process flow
segmentation and process and sub process hierarchy analysis.
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I. INTRODUCTION

With the expanding advances of computerized gadgets and remote correspondences, in the previous decade another
breed of small installed frameworks known as remote sensor hubs has risen. These remote sensor hubs are prepared
with detecting, preparing, remote correspondence, and all the more as of late activation ability. They more often than
not are thickly conveyed in a wide land range and persistently measure different parameters (e.g. encompassing
temperature, relative dampness, soil dampness, wind speed) of the physical world. A vast gathering of these sensor
hubs shapes a remote sensor organize (WSN) [1]. Occasion driven WSN applications [2,3] require convenient
information examination and appraisal keeping in mind the end goal to encourage (close) ongoing, effective, and exact
basic leadership also, circumstance mindfulness. Precise sensor information investigation furthermore, basic leadership
handle depend intensely on the quality of sensor information and additionally extra data and setting. Notwithstanding,
crude sensor perceptions gathered from sensor hubs regularly have low information quality and dependability due to
the constrained ability of sensor hubs as far as vitality, memory, computational power, transmission capacity, dynamic
nature of system, and brutality of the arrangement environment. Utilization of low quality sensor information in any
information examination also, basic leadership prepare limits the conceivable outcomes for solid ongoing circumstance
mindfulness. An answer for guarantee the nature of sensor information is recognition of exceptions. With regards to
WSNs, anomalies are characterized as those sensor perceptions that don't fit in with the characterized (expected) typical
conduct of sensor information [4]. This definition demonstrates that a clear route for exception recognition in WSNSs is
to characterize a typical conduct of sensor information and consider those sensor perceptions that go astray from the
characterized typical conduct of sensor information as anomalies. An viable and productive anomaly identification
method for WSNs ought to have the capacity to distinguish anomalies in a circulated and online way with high
recognition exactness and low false caution, while fulfilling WSN limitations as far as correspondence, computational
and memory unpredictability [5].A commonly used method to model the normal behaviour of given data vectors in data
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mining and machine learning fields is similarity measure [7]. The majority of data vectors with high similarity
represents the normal behaviour of the given data vectors. Use of such similarity measure avoids making any
assumption on statistical distribution of data as well as saves on expensive computational and memory complexity of
data distribution estimation. For multivariate sensor data, modelling the normal behaviour of data precisely needs
taking sensor data correlations into account [8]. In reality sensor data attributes are often correlated, e.g., ambient
temperature has certain correlation with relative humidity. Observations indicate that when the air is warmer it can hold
more humidity [4]. In this way, the correlated sensor data vectors are not distributed around the center of mass in a
spherical manner, instead their distribution has an ellipsoidal shape [6]. The direction of the formed ellipsoid reveals
the multivariate nature of data distribution trend as well as the strength of the correlation between data attributes.
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Fig 1. Wireless Sensor Networks
Il. FUNDAMENTALS OF OUTLIER DETECTION

This section describes fundamentals of outlier detection in WSNSs, including definitions of outliers, various causes of
outliers, motivation of outlier detection, and challenges of outlier detection in WSNs.

A. What is an Outlier?

The term outlier, also known as anomaly, originally stems from the field of statistics [9]. The two classical definitions
of outliers are:

(Hawkins [10]): “an outlier is an observation, which deviates so much from other observations as to arouse suspicions
that it was generated by a different mechanism”.

(Barnett and Lewis [11]): “an outlier is an observation (or subset of observations) which appears to be inconsistent with
the remainder of that set of data”.

In addition, a variety of definitions depending on the particular method outlier detection techniques are based upon
exist [12]. Each of these definitions signify the solutions to identify outliers in a specific type of data set.

In WSNs, outliers can be defined as, “those measurements that significantly deviate from the normal pattern of sensed
data” [13]. This definition is based on the fact that in WSN sensor nodes are assigned to monitor the physical world and
thus a pattern representing the normal behaviour of sensed data may exist. Potential sources of outliers in data collected
by WSNs include noise and errors, actual events, and malicious attacks. Noisy data as well as erroneous data should be
eliminated or corrected if possible as noise is a random error without any real significance that dramatically affects the
data analysis [14]. Outliers caused by other sources need to beidentified as they may contain important information
about events that are of great interest to the researchers.

B. Motivation of Outlier Detection in WSNs

Outlier detection also known as anomaly detection or deviation detection, is one of the fundamental tasks of data
mining along with predictive modelling, cluster analysis and association analysis [14]. Compared with these other three
tasks, outlier detection is the closest to the initial motivation behind data mining, i.e., mining useful and interesting
information from a large amount of data [15 ]. Outlier detection has been widely researched in various disciplines such
as statistics, data mining, machine leaning, information theory, and spectral decomposition [13]. Also, it has been
widely applied to numerous applications domains such as fraud detection, network intrusion, performance analysis,
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weather prediction, etc [13]. Recently, the topic of outlier detection in WSNs has attracted much attention. According
to potential sources of outliers as mentioned earlier, the identification of outliers provides data reliability, event
reporting, and secure functioning of the network. Specifically, outlier detection controls the quality of measured data,
improves robustness of the data analysis under the presence of noise and faulty sensors so that the communication
overhead of erroneous data is reduced and the aggregated results are prevented to be affected. Outlier detection also
provides an efficient way to search for values that do not follow the normal pattern of sensor data in the network. The
detected values consequently are treated as events indicating change of phenomenon that are of interest. Furthermore,
outlier detection identifies malicious sensor
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Fig 2: Three outlier sources in WSNs and their corresponding detection techniques

that always generate outlier values, detects potential network attacks by adversaries, and further ensures the security of
the network. Here, we exemplify the essence of outlier detection in several real-life applications.

 Environmental monitoring, in which sensors such as temperature and humidity are deployed in harsh and unattended
regions to monitor the natural environment. Outlier detection can identify when and where an event occurs and trigger
an alarm upon detection.

* Habitat monitoring, in which endangered species can be equipped with small non-intrusive sensors to monitor their
behaviour. Outlier detection can indicate abnormal behaviours of the species and provide a closer observation about
behaviour of individuals and groups.

» Health and medical monitoring, in which patients are equipped with small sensors on multiple different positions of
their body to monitor their well-being. Outlier detection showing unusual records can indicate whether the patient has
potential diseases and allow doctors to take effective medical care.

« Industrial monitoring, in which machines are equipped with temperature, pressure, or vibration amplitude sensors to
monitor their operation. Outlier detection can quickly identify anomalous readings to indicate possible malfunction or
any other abnormality in the machines and allow for their corrections.

* Target tracking, in which sensors are embedded in moving targets to track them in real-time. Outlier detection can
filter erroneous information to improve the estimation of the location of targets and also to make tracking more
efficiently and accurately.

* Surveillance monitoring, in which multiple sensitive and unobtrusive sensors are deployed in restricted areas. Outlier
detection identifying the position of the source of the anomaly can prevent unauthorized access and potential attacks by
adversaries in order to enhance the security of these areas.
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Fig 3: Taxmony of outline detection techniques for WSN
11l. ANOMALY DETECTION

Anomaly is defined as an observation that deviates too much from other observations. The identification of
anomalies can lead to the discovery of useful and meaningful knowledge and has a number of practical applications in
areas such as transportation, ecology, public safety, public health, climatology, and location based services. Jingke Xi
has presented anomalies into two categories viz. classic anomaly approach and spatial anomaly approach. The classic
anomaly approach analyzes anomaly based on transaction dataset, which can be grouped into statistical-based
approach, distance-based approach, deviation-based approach, density-based approach. The spatial anomaly approach
analyzes anomaly based on spatial dataset, which can be grouped into space based approach, graph-based approach.
Thirdly, they conclude some advances in anomaly detection recently.

Clustering based Anomaly Detection

Clustering is the task of assigning a set of objects into groups (called clusters) so that the objects in the same
cluster are more similar (in some sense or another) to each other than to those in other clusters. A cluster is therefore a
collection of objects which are “similar” between them and are “dissimilar” to the objects belonging to other clusters.
In statistics, an anomaly is an observation that is numerically distant from the rest of the data. Grubbs defined an
anomaly as: An outlying observation, or anomaly, is one that appears to deviate markedly from other members of the
sample in which it occurs. Anomalies can occur by chance in any distribution, but they are often indicative either of
measurement error or that the population has a heavy-tailed distribution. In the former case one wishes to discard them
or use statistics that are robust to anomalies, while in the latter case they indicate that the distribution has high kurtosis
and that one should be very cautious in using tools or intuitions that assume a normal distribution.
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Fig 3: Clustering of data

Causes: Anomalies can have many anomalous causes. A physical apparatus for taking measurements may have
suffered a transient malfunction. There may have been an error in data transmission or transcription. Anomalies arise
due to changes in system behavior, fraudulent behavior, human error, instrument error or simply through natural
deviations in populations. A sample may have been contaminated with elements from outside the population being
examined. Alternatively, an anomaly could be the result of a flaw in the assumed theory, calling for further
investigation by the researcher. Additionally, the pathological appearance of anomalies of a certain form appears in a
variety of datasets, indicating that the causative mechanism for the data might differ at the extreme end (King effect).
There is no rigid mathematical definition of what constitutes an anomaly; determining whether or not an
observation is an anomaly is ultimately a subjective exercise. Anomaly detection has been used for centuries to detect
and, where appropriate, remove anomalous observations from data. Anomaly detection can identify system faults and
fraud before they escalate with potentially catastrophic consequences. The original anomaly detection methods were
arbitrary but now, principled and systematic techniques are used, drawn from the full gamut of computer science and
statistics. There are three fundamental approaches to the problem of anomaly detection:
Type 1 - Determine the anomalies with no prior knowledge of the data. This is essentially a learning approach
analogous to unsupervised clustering. The approach processes the data as a static distribution, pinpoints the most
remote points, and flags them as potential anomalies.
Type 2 - Model both normality and abnormality. This approach is analogous to supervised classification and requires
pre-labeled data, tagged as normal or abnormal.
Type 3 - Model only normality (or in a few cases model abnormality). This is analogous to a semi-supervised
recognition or detection task. It may be considered semisupervised as the normal class is taught but the algorithm learns
to recognize abnormality.

IV. METHODOLOGY

Firstly we consider each sensor data analysis independent of placement and relation with in the process flow to
monitor individual working condition of equipment as well as sensor. Every process industry is equipped with
thousands of sensors. Among those only some of the sensors are useful for data analytics. However this stage is not
considering the priority of the sensor. But we are distributing those sensors to four groups based on the area of their
placement and criticality. Those groups are a) most critical b) critical ¢) semi-critical 4) general. Here most critical
group is highly prioritized group in which all sensors are monitoring highly critical section equipment. General group is
a set of normal sensors. Thus, there is no need to apply analysis on these sensors' data more frequently. Continuous
analysis required to most critical and critical group sensors, periodical analysis is required for semi-critical group and
on-demand analysis is sufficient for general sensors. The following figure represents various sensor data patterns.
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Fig 4. Sample Sensor Data Behavioural Patterns

To find the correct behaviour of any sensor or related equipment there is need to find "steady state". Steady
state is an operating mode of equipment in which that equipment has fewer fluctuations in its working behaviour. But it
is not easy to find right steady state behaviour of equipment. It is fully depend on the placement of equipment in
process flow. It is easy to identify steady state in sensor data but difficult to identify correct steady state variance in it
because same sensor show different steady state variance at different times based on the plant operation or depreciation
in equipment or influenced by other equipment's behaviour. Among those steady state variances we need to find which
one is the most frequent steady state variance. This is only possible based on history but not on single snapshot or
single window or sliding windows for period of time. One more problem is each sensor is having different ranges of
values and thus steady state variance levels. Without identifying correct steady state threshold, equipment behaviour
can't be predicated in online analysis. But it is difficult to specify single steady state threshold to all the equipments.

Identify the steady state in off-line analysis requires various factors. Firstly, we need to identify whether the
part is idle or active or in shut down state. To know this one trigger equipment is required. Trigger equipment means if
this equipment is in active position then the other equipment which are dependent on this equipment must also in active
position or vice versa. But this is not universal rule for all equipment. Because some equipment might maintain their
state independent from trigger components. Some equipments change their behaviour gradually. There are two
possibilities in this case. If the equipment is in starting position then it changes its behaviour from rest or starting
position to steady state. Other case is in its operation. This case is significant because equipment is not changing its
behaviour all of sudden. It is taking some time to shift from one range of variance to other level of range. Similarly
equipment's right steady state range may also change based on time i.e. if it is a new equipment then its initial steady
state range may be change after six months or later. According to the data stream theory it is called concept drift. So
proposed model must identify that change and produce the results accordingly.

a. Consider initial variance threshold and variance difference threshold.

b. Calculate running variance and variance difference between current and previous variance.

c. Calculate slope from current value to previous value to identify sudden or gradual increase.

d. Group the values if their running variance is less than variance threshold

e. If (running variance > current variance threshold) and (variance difference after adding the current value to
threshold) then s
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f. Find the mean and slope in current group to identify gradual increase in equipment behaviour within the same steady
state group. but actually this not steady state group. So ignore that group.

g. Now create new group

h. Reset running variance

i. Increase or decrease the variance and variance threshold

j- Repeat steps 2 to 9 till end of data

k. Now find the intra group variance of all the groups

I. Find the frequent variance threshold and longest steady state group variance threshold.

m. Store high frequent and lengthy steady state thresholds for the sensor in the database and this will be used for online
analysis.

V. RESULTS
Here we load input data set and its corresponding signature file. We specify the output folder where the result has to be

stored. Distance threshold and deviation threshold are the tuning parameter for cluster radius and tolerance parameter
for anomalous reading.
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Based on the data obtained after processing, a graph is drawn using actual sensor value represented using a blue line,
observed value represented by a red line, and the deviation% of actual from the predicted.
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VI. CONCLUSION

This paper focuses on sensor data analysis along with anomaly detection in partial related to process sector to cater
their needs. According to this study we developed various scenarios for various behavioural patterns. Sensor data
analysis in normal areas such as whether forecasting is different from process sector in which there is inter dependency
among various sensors. Those sensors are also high in volume. For that purpose a genetic framework is developed
using predictive analytics. Experimental results show the analysis results. Query time complexity is only 0.06sec even
for millions of records. We applied the above mentioned methods on 6 months data of a process plant. Due to
sensitivity of the data we hide the plant information. This work can be extended to improve the anomaly detection
process by incorporating ensemble and data stream mining techniques. Further fine tune the given techniques to
specific process industries such as Chemical, Pharmacy, Food Processing, Automobile Manufacturing industries.
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