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ABSTRACT: We can use the Big Data concept for variousapplication such as Healthcare, Share Market, Power data 
etc. Big data help to handle large amount of data in fast and precise way. Privacy preserving is the main issue in 
healthcare data, so to maintain the privacy k anonymity constraints are use. Data stored in Hadoop will have natural 
language processing, clustering process so as to have fast and accurate retrieval information of disease. User will enter 
the disease name or symptoms and as per the symptoms the preprocessed cluster help to retrieve the accurate and 
annonymized data. Such kind of data analysis model involves various information sources ,mining and analysis. This 
paper analyze the various challenges in data driven model. to solve this model Big Data revolution in todays world. Big 
Data used to handle large data which is complex in nature from various sources. 
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I. INTRODUCTION 
 
This better practice Guide aims to improve government agencies competence in big data analytics by informing 
government agencies about the adoption of big data including: Identifying the business requirement for big data 
capability including advice to assist agencies identify where big data analytics might support improved service delivery 
and the development of better policy. Developing the capability including infrastructure requirements and the role of 
cloud computing, skills, business processes and governance, Considerations of information management in the big data 
context including assisting agencies in identifying high value datasets, advising on the government use of third party 
datasets, and the use of government data by third parties, promoting privacy by design, promoting Privacy Impact 
Assessments (PIA) and articulating peer review and quality assurance processes. Big data project management 
including necessary governance arrangements for big data analytics initiatives.Government agencies have extensive 
experience in the application of information management principles that currently guide data management and data 
analytics practices, much of that experience will continue to apply in a big data context. 
This better practice guide is intended initially as an introductory and educative resource for agencies looking to 
introduce a big data capability and the specific challenges and opportunities that accompany such an implementation. 
Often there will be elements of experience with implementing and using big data to a greater or lesser degree across 
government agencies. In this guide we aim to highlight some of the changes that are required to bring big data into the 
mainstream of agencies operations. More practical guidance on the management of big data initiatives will be 
developed subsequent to this better practice guide as part of a guide to responsible data analytics.As outlined greater 
volumes and a wider variety of data enabled by new technologies presents some significant departures from 
conventional data management practice. To understand these further we outline the meaning of big data and big data 
analytics contained and explore how this is different from current practice 
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II. RELATED WORK 
 

Due to the multisource, massive, heterogeneous, and dynamic characteristics of application data involved in a 
distributed environment, one of the most important characteristics of Big Data is to carry out computing on the petabyte 
(PB), even terabyte (TB)-level data with a complex computing process. Therefore, utilizing a parallel computing 
infrastructure, its corresponding programming language support, and software models to efficiently analyze and mine 
the distributed data are the critical goals for Big Data processing to change from “quantity” to “quality.”Currently Big 
Data processing mainly depends on parallel programming models like MapReduce, as well as providing a cloud 
computing platform of Big Data services for the public. MapReduce is a batch-oriented parallel computing model. 
There is still a certain gap in performance with relational databases. Improving the performance of MapReduce and 
enhancing the real-time nature of large-scale data processing have received a significant amount of attention, with Map 
Reduce parallel programming being applied to many machine learning and data mining algorithms.Data mining 
algorithms usually need to scan through the training data for obtaining the statistics to solve or optimize model 
parameters. It calls for intensive computing to access the large-scale data frequently. To improve the efficiency of 
algorithms, proposed a general-purpose parallel programming method, which is applicable to a large number of 
machine learning algorithms based on the simple MapReduce programming model on multicore processors. Ten 
classical data mining algorithms are realized in the framework, including locally weighted linear regression, k-Means, 
logistic regression, naive Bayes, linear support vector machines, the independent variable analysis, Gaussian 
discriminant analysis, expectation maximization, and back-propagation neural networks. With the analysis of these 
classical machine learning algorithms, we argue that the computational operations in the algorithm learning process 
could be transformed into a summation operation on a number of training data sets. Summation operations could be 
performed on different subsets independently and achieve penalization executed easily on the MapReduce 
programming platform. 

III. PROPOSED SYSTEM 
 

Big Data starts with large-volume, heterogeneous, autonomous sources with distributed and decentralized control, and 
seeks to explore complex and evolving relationships among data.These characteristics make it an extreme challenge for 
discovering useful knowledge from the Big Data.Huge Data with Heterogeneous and Diverse Dimensionality. One of 
the fundamental characteristics of the Big Data is the huge volume of data represented by heterogeneous and diverse 
dimensionalities. This is because different information collectors prefer their own schemata or protocols for data 
recording, and the nature of different applications also results in diverse data representations. For example, each single 
human being in a biomedical world can be represented by using simple demographic information such as gender, age, 
family disease history, and so on. For X-ray examination and CT scan of each individual, images or videos are used to 
represent the results because they provide visual information for doctors to carry detailed examinations. For a DNA or 
genomic-related test, microarray expression images and sequences are used to represent the genetic code information 
because this is the way that our current techniques acquire the data. Under such circumstances, the heterogeneous 
features refer to the different types of representations for the same individuals, and the diverse features refer to the 
variety of the features involved to represent each single observation. Imagine that different organizations (or health 
practitioners) may have their own schemata to represent each patient, the data heterogeneity and diverse imensionality 
issues become major challenges if we are trying to enable data aggregation by combining data from all sources. 
Autonomous Sources with Distributed and Decentralized Control Autonomous data sources with distributed and 
decentralized controls are a main characteristic of Big Data applications. Being autonomous, each data source is able to 
generate and collect information without involving (or relying on) any centralized control. This is similar to the World 
Wide Web (WWW) setting where each web server provides a certain amount of information and each server is able to 
fully function without necessarily relying on other servers. On the other hand, the enormous volumes of the data also 
make an application vulnerable to attacks or malfunctions, if the whole system has to rely on any centralized control 
unit. For major Big Data-related applications, such as Google, Flicker, Facebook, and Walmart, a large number of 
server farms are deployed all over the world to ensure nonstop services and quick responses for local markets. Such 
autonomous sources are not only the solutions of the technical designs, but also the results of the legislation and the 
regulation rules in different countries/ regions.Complex and Evolving Relationships While the volume of the Big Data 
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increases, so do the complexity and the relationships underneath the data. In an early stage of data centralized 
information systems, the focus is on finding best feature values to represent each observation. This is similar to using a 
number of data fields, such as age, gender, income, education background, and so on, to characterize each individual. 
This type of sample feature representation inherently treats each individual as an independent entity without 
considering their social connections, which is one of the most important factors of the human society. Our friend circles 
may be formed based on the common hobbies or people are connected by biological relationships. Such social 
connections commonly exist not only in our daily activities, but also are very popular in cyber-worlds. For example, 
major social network sites, such as Facebook or Twitter, are mainly characterized by social functions such as friend-
connections and followers (in Twitter). The correlations between individuals inherently complicate the whole data 
representation and any reasoning process on the data. In the sample-feature representation, individuals are regarded 
similar if they share similar feature values, whereas in the sample-feature-relationship representation, two individuals 
can be linked together (through their social connections) even though they might share nothing in common in the 
feature domains at all. In a dynamic world, the features used to represent the individuals and the social ties used to 
represent our connections may also evolve with respect to temporal, spatial, and other factors. Such a complication is 
becoming part of the reality for Big Data applications, where the key is to take the complex (nonlinear, many-to-many) 
data relationships, along with the evolving changes, into consideration, to discover useful patterns from Big Data 
collections. 
.  

 

. 
Fig 1: System Architecture 

IV. CONCLUSION  
 

To explore Big Data, We have analyzed several challenges at the data, model, and system levels. To support Big Data 
mining, high-performance computing platforms are required, which impose systematic designs to unleash the full 
power of the Big Data. At the data level, the autonomous information sources and the variety of the data collection 
environments, often result in data with complicated conditions, A system needs to be carefully designed so that 
unstructured data can be linked through their complex relationships to form useful patterns, and the growth of data 
volumes and item relationships should help form legitimate patterns to predict the trend and future. 
We regard Big Data as an emerging trend and the need for Big Data mining is arising in all science and engineering 
domains. With Big Data technologies, We will hopefully be able to provide most relevant and most accurate social 
sensing feedback to better understand our society at real-time. 
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