ABSTRACT: Multi-label classification is an important machine learning task wherein one assigns a subset of candidate labels to an object. A new multi-label classification method based on Conditional Bernoulli Mixtures. Exploiting label dependency for multi-label image classification can significantly improve classification performance. Probabilistic Graphical Models are one of the primary methods for representing such dependencies. The structure of graphical models, however, is either determined heuristically or learned from very limited information. Moreover, neither of these approaches scales well to large or complex graphs. We propose a principled way to learn the structure of a graphical model by considering input features and labels, together with loss functions. We formulate this problem into a max-margin framework initially, and then transform it into a convex programming problem. Finally, we propose a highly scalable procedure that activates a set of cliques iteratively. Our approach exhibits both strong theoretical properties and a significant performance improvement over state-of-the-art methods on both synthetic and real-world data sets. Our proposed method has several attractive properties: it captures label dependencies; it reduces the multi-label problem to several standard binary and multi-class problems; it subsumes the classic independent binary prediction and power-set subset prediction methods as special cases; and it exhibits accuracy and/or computational complexity advantages over existing approaches. We demonstrate two implementations of our method using logistic regressions and gradient boosted trees, together with a simple training procedure based on Expectation Maximization. Further we derive an efficient prediction procedure based on dynamic programming, thus avoiding the cost of examining an exponential number of potential label subsets. For the testing we will use and show the effectiveness of the proposed method against competitive alternatives on benchmark datasets with image as well as pdf.

I. INTRODUCTION

Text classification aims to classify the text to some predefined categories using a kind of classification algorithm which is performed based on text content. The standard classification corpus has been established and a unified evaluation method is adopted to classify English text based on machine learning which has made a large progress now. In the past ten years management of document based contents (collectively known as information retrieval – IR) have become very popular in the information systems field, due to the greater availability of documents in digital form and resulting need to access them in flexible and efficient ways. Text categorization (TC), the activity of labeling natural language texts with one or more categories from a predefined set, is one such task. Machine learning (ML) methodology, according to which we can automatically build an automatic text classifier by learning, from a set of pre-classified text documents based on the characteristics of the categories of interest. The advantages of this approach is accuracy as compared to that obtained by human beings, and a considerable savings in terms of expert manpower, since no contribution from either domain experts or knowledge engineers is needed for the construction of the classifier. Classification is an important task in data mining and machine learning, in which a model is formed based on training dataset and it is used to predict class label of unknown dataset. Now a days most real-world data are stored in relational databases. Therefore to classify objects in one relation, other relations provide crucial information. Relational databases are the popular form for structured data which consist of tables connected via relations (primary key/ foreign key). Thus relational databases are simply very much complex to analyze with a propositional algorithm of data mining [6].

To identify informative subgraphs with minimum redundancy, author proposes a subgraph assessment criterion to assess the in formativeness of individual features and the redundancy of the whole feature set at the same time. To
capture instances represented by emerging concept drifting in graph streams, author employ a dynamic instance weighting mechanism, where graphs misclassified by the existing model receive a higher weight so the subgraph feature selection can emphasize on difficult graphs to find effective features to represent them.

II. LITERATURE SURVEY

X. Kong, M. K. [1] proposed Transductive multilabel learning via label set propagation. The issue of multilabel characterization has pulled in incredible enthusiasm for the most recent decade, where every case can be relegated with an arrangement of various class marks at the same time. It has a wide assortment of true applications, e.g., programmed picture explanations and quality capacity examination. Ebb and flow research on multilabel arrangement concentrates on administered settings which expect presence of a lot of named preparing information. Be that as it may, in numerous applications, the marking of multilabeled information is greatly costly and tedious, while there are frequently rich unlabeled information accessible. This paper, they examine the issue of transductive multilabel learning and propose a novel arrangement, called TRAsductive Multilabel Classification (TRAM), to successfully allot an arrangement of numerous names to every occasion. Not the same as administered multilabel learning techniques, system evaluate the mark sets of the unlabeled cases successfully by using the data from both marked and unlabeled information. System first plan the transductive multilabel learning as an advancement issue of evaluating name idea pieces. At that point, it infer a shut structure answer for this improvement issue and propose a compelling calculation to dole out name sets to the unlabeled examples. Observational studies on a few certifiable multilabel learning assignments exhibit that our TRAM strategy can successfully support the execution of multilabel order by utilizing both marked and unlabeled information. System first formulate the task as an optimization problem which is able to exploit unlabeled data to obtain an effective model for assigning appropriate multiple labels to instances. Then, develop an efficient algorithm which has a closed-form solution for this optimization problem. Empirical studies on a broad range of real-world tasks demonstrate that our TRAM method can effectively boost the performance of multilabel classification by using unlabeled data in addition to labeled data.

J. Read, B. and Pfahringer, G. Holmes [2] proposed Classifier chains for multi-label classification itshows that binary relevance-based methods have much to offer, especially in terms of scalability to large datasets. System exemplify this with a novel chaining method that can model label correlations while maintaining acceptable computational complexity. Empirical evaluation over a broad range of multi-label datasets with a variety of evaluation metrics demonstrates the competitiveness of our chaining method against related and state-of-the-art methods, both in terms of predictive performance and time complexity. Based on the binary relevance method, which system argued has many advantages over more sophisticated current methods, especially in terms of time costs. By passing label correlation information along a chain of classifiers, our method counteracts the disadvantages of the binary method while maintaining acceptable computational complexity. An ensemble of classifier chains can be used to further augment predictive performance. Using a variety of multi-label datasets and evaluation measures, we carried out empirical evaluations against a range of algorithms. Our classifier chains method proved superior to related methods, and in an ensemble scenario was able to improve on state-of-the-art methods, particularly on large datasets. Despite other methods using more complex processes to model label correlations, ensembles of classifier chains can achieve better predictive performance and are efficient enough to scale up to very large problems.

M.-L. Zhang and Z.-H. Zhou [3], proposed Multilabel neural networks with applications to functional genomics and text categorization. It is derived from the popular Back propagation algorithm through employing a novel error function capturing the characteristics of multi-label learning, i.e. the labels belonging to an instance should be ranked higher than those not belonging to that instance. Applications to two real world multi-label learning problems, i.e. functional genomics and text categorization, show that the performance of BP-MLL is superior to those of some well-established multi-label learning algorithms.

G. Tsoumakas and I. Katakis [4] proposed Random k-label sets for multilabel classification. System proposed a simple yet effective multi-label learning method, called label power set (LP), considers each distinct combination of labels that exist in the training set as a different class value of a single-label classification task. The computational efficiency and predictive performance of LP is challenged by application domains with large number of labels and training examples. In these cases the number of classes may become very large and at the same time many classes are associated with very few training examples. To deal with these problems, this paper proposes breaking the initial set of labels into a number of small random subsets, called label sets and employing LP to train a corresponding classifier. The label sets can be either disjoint or overlapping depending on which of two strategies is used to construct them. The proposed method is called RAEL (Random k label sets), where k is a parameter that specifies the size of the subsets. Empirical evidence indicate that RAEL manages to improve substantially over LP, especially in domains with large number of labels and exhibits competitive performance against other high-performing multi-label learning methods. RAEL could be more generally thought of as a new approach for creating an ensemble of multi-label classifiers by manipulating the label space using randomization. In this sense, RAEL could be independent of the underlying method for multi-
label learning, which in this paper is LP. However, we should note that only multi-label learning methods that strongly depend on the specific set of label.

**X. Yan and J. Han,** [5] “gSpan: Graph-based substructure pattern mining.”. Extracting important subgraph features, using some predefined criteria, to represent a graph in a vectorial space becomes a popular solution for graph classification. The most common subgraph selection criterion is frequency, which intends to select frequently appearing subgraphs by using frequent subgraph mining methods. For example, one of the most popular algorithms for frequent subgraph mining is gSpan [5]. Its uses depth first search (DFS) to search most frequent subgraph.

### III. PROPOSED SYSTEM

The proposed system order to further exploit the label correlation information to achieve a cost sensitive classification approach, the edge weights of the label graph are used to weight the slack variables for the relevant-irrelevant label pairs within the ranking NN framework as formulated. Due to the fact that the ranking NN losses in turn provide some structural constraints on the inter-label interactions used for the label graph learning, the label correlation learning task and the classification task are correlated and mutually reinforced. A joint learning of the two tasks should be built to learn the correlation matrix adaptively with the multilabel classification problem.

In the project system are using standard pdf documents and online image dataset for training as well testing purpose. For the training and testing criteria has been given {3,1} (Training/Testing). Below modules detail shows linear execution of system.

### IV. ESTIMATED RESULTS

The experimental results illustrate the benefits of multi-view learning methods compared to traditional single-view learning. Table 1 presents a list drawn from several published multi-view learning papers.(Varma and Babu, 2009 ,Zhu et al., 2012 and Rakotomamonjy et al., 2008 used the WebKB data as one of the evaluation datasets.

<table>
<thead>
<tr>
<th>Author</th>
<th>Dataset</th>
<th>Accuracy in %</th>
<th>False Rate in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhu et al., 2012</td>
<td>Page+Hyperlink</td>
<td>81.99</td>
<td>18.11</td>
</tr>
<tr>
<td>Rakotomamonjy et al., 2008</td>
<td>Wpbc Sonar</td>
<td>78.50</td>
<td>21.50</td>
</tr>
<tr>
<td>(Varma and Babu, 2009)</td>
<td>Parkinsons Ionosphere Wpbc</td>
<td>86.15</td>
<td>13.85</td>
</tr>
<tr>
<td>Proposed System</td>
<td>PDF + Flicker image dataset</td>
<td>92.50</td>
<td>7.50</td>
</tr>
</tbody>
</table>

### V. CONCLUSION

In this work, we explored a novel Multi Graph Classification issue, in which various charts frame a sack, with every pack being marked as either positive or negative. Multi-chart representation can be utilized to speak to some true applications, where name is accessible for a sack of items with reliance structures. To construct a learning model for MGC, we proposed a MVGBL, which utilizes dynamic weight conformity, at both diagram and sack levels, to choose
one subgraph in every cycle to frame an arrangement of powerless diagram classifiers. The MGC is accomplished by utilizing weighted blend of powerless chart classifiers. Probes two certifiable MGC assignments, including DBLP reference system and NCI concoction compound order, show that our technique is viable in finding useful subgraph, and its precision is fundamentally superior to anything gauge techniques. System can able to classify data into view objects like one pdf can be classify into different domain base on features.
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