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ABSTRACT: In this paper a multi graded organization in which depletion of man powers occur due to its policy 
decisions taken by the organization is considered. Four cases are constructed by taking exponential thresholds for the 
loss of  man powers in each grade, where the loss of man powers (wastages) are correlated  and inter decision times 
form i) an ordinary renewal process ii) an order statistics iii) a geometric process iv) correlated. Mean time to 
recruitment is obtained using an univariate CUM policy of recruitment (i.e)“The organization survives iff at least 
,ܚ (૚ ≤ ܚ ≤  out of n-grades survives in the sense that threshold crossing has not take place in these grades”,. The(ܖ
influence  of the nodal parameters on the system characteristics is studied and relevant conclusions are presented. 
 
KEYWORDS: loss of man powers,  inter decision time, univariate, CUM policy, exponential thresholds  

I. INTRODUCTION 
 

Exits of personal which is in other words known as wastage, is an important  aspects in the study of manpower 
planning. Many models have been discussed using different types of wastages and also different types of distribution 
for the loss of man powers, the thresholds and inter decision times. Such  models are seen in [1] and [2].In [3],[4],[5] 
and [6] the authors have obtained the mean time to recruitment in a two grade manpower system based on order 
statistics by assuming different distribution for thresholds . In [8] for a two grade manpower system with two types of 
decisions when the wastages form a geometric process is obtained. The problem of time to recruitment is studied by 
several authors for the organizations consisting of single grade/two grade/ three grades .More specifically for a two 
grade system, in all the earlier work, the threshold for the organization is minimum or maximum or sum of the 
thresholds for the loss of manpower in each grades, no attempt has been made so far to design a comprehensive 
recruitment policy for a system with two or three grades. In [10],[11]&[12] a new design for a comprehensive 
univariate CUM recruitment policy of manpower system is used with n grades in order to bring results proved 
independently for maximum, minimum model as a special case. In all previous work , the problem of time to 
recruitment is studied for only an organization consisting of atmost three grades. In[11],[12] author has worked on  this 
comprehensive  univariate policy when wastages form ordinary renewal process and inter decision time form geometric 
and order statistics. In this paper an organization with n-grades is considered and the mean time to recruitment are 
obtained using an appropriate univariate CUM policy of recruitment (i.e)“The organization survives iff atleast ࢘, (૚ ≤
࢘ ≤  out of n-grades survives in the sense that threshold crossing has not take place in these grades”, when wastages(࢔
form an order statistics. 
 

II. MODEL DESCRIPTION AND ASSUMPTIONS 
 

1) An organization having n grades in which decisions are taken at random epochs in (0,∞) and at every  
    decision making epoch a random number of persons quit the organization. There is an associated loss of man     
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     hours to the organization if a person quits.   
2) It is assumed that the loss of man hours is linear and cumulative.  
3) The loss of manpower at any decision epoch forms a sequence of independent and  identically distributed  
    random variables which form order statistics. 
4) The inter-decision times are independent and identically distributed random variables.  
5) The loss of manpower process and the process of inter-decision times are statistically independent. 
6) The thresholds for the n-grades are independent and identically distributed exponential random variable. 
7) Univariate CUM policy of recruitment: “The organization survives iff atleast ࢘, (૚ ≤ ࢘ ≤     out of n-grades(࢔
     survives in the sense that threshold crossing has not take place in these grades” 
 
Notations 
௜ܺ:The continuous random variable denoting the amount of  depletion caused to the organization due to the    

     exit of persons      corresponding to the jth  decision,j=1,2,3… and  ௜ܺ’s ' are exchangeable and constantly    
    correlated exponential random variables 
(ݔ)ܩ distribution function of x such that :(ݔ)ܩ = 1 − ݁ି௖௫ , ݃(ݔ): probability density function. 
.)௞ܩ ): The distribution function of ܵ௞ = ∑ ௜ܺ

௞
௜ୀଵ   

݃௞(. ) its probability density function.  
R: be the correlation between Xi and Xj where ݅ ≠ ݆, ݒ = ଵିோ

௖
 

௜ܷ: ݅ = 1,2,3 …  the inter decision time between (݅ − 1)௧௛ and ݅௧௛decision. 
.)ܨ )[݂(. )]: distribution (density) function. 
.)௞ܨ ), ௞݂(. ) : The distribution (density) function of  ∑ ௜ܷ

௞
௜ୀଵ . 

௞ܸ(ݐ) : The probability that there are exactly k decision making epoch in  (0,  .[ݐ
N(t): the number of policy decisions. 
௞ܸ(ݐ): probability that there are exactly k decisions taken in (0,t]. 
௝ܻ:The continuous random variable denoting the thresholds for the  jth grade. 

Y: The continuous random variable denoting the thresholds for the organization. 
.)ܪ ): the distribution function of Y. 
௝ܶ : Time taken for threshold crossing in the ݆௧௛ grade,j=1,2,3…n.  

T : Time to recruitment of the organization 
 .mean time to recruitment :(ܶ)ܧ
 

III. MAIN RESULT 
 
The survival function of the time to recruitment is given by  

ܲ(ܶ > (ݐ = ෍ܲ(ݕ݈ݐܿܽݔܧ	݇	݊݋݅ݏ݅ܿ݁݀	ܿ݋݌݁ℎ(0, ܻ	݈݁ݒ݈݁	݀݊ܽ	݈݀݋ℎݏ݁ݎℎݐ	ℎ݁ݐ	݀݊ܽ[ݐ
∞

௞ୀ଴

 ݀݁ݏݏ݋ݎܿ	ݐ݋݊	ݏ݅	

 (ݏ݁݀ܽݎ݃	ݎ	ݐݏ݈ܽ݁ݐܽ	݊݅	ݏ݊݋݅ݏ݅ܿ݁݀	݇	݁ݏℎ݁ݐ	݊݅	ݏݎݑ݋ℎ݊ܽ݉	݂݋	ݏݏ݋݈	݈ܽݐ݋ݐ	ℎ݁ݐ	ݕܾ

݅. ݁		ܲ(ܶ > (ݐ = ෍ ௞ܸ(ݐ)ܲ(෍ ௜ܺ < ܻ)			
௞

௜ୀଵ

∞

௞ୀ଴

 

(1) 
Conditioning upon Y and using law of total probability 

ܲ(෍ ௜ܺ < ܻ)
௞

௜ୀ

	= න P[෍ x୧

୩

୧ୀଵ

< ܻ Y = y]൘
∞

଴
h(y)dy 

															= න P൭෍ xi

k

i=1

< ൱ݕ
∞

0
h(y)dy = න Gk(y)

∞

0
h(y)dy 

            (2) 
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The cumulative distribution function G୩(. ) is given by Gurland(1955) as  

(ݕ)௞ܩ = ൬
1− ܴ

1−ܴ + ܴ݇
൰෍൬

ܴ݇
1− ܴ + ܴ݇

൰
௝ ߮(݇ + (ݒݕ,݆

(݇ + ݆ − 1)!

∞

௝ୀ଴

 

ݒ	݁ݎℎ݁ݓ =
1 −ܴ
ܿ 	ܽ݊݀	߮ ቀ݇ + ݆,

ݕ
ݒ
ቁ = 	න ݁ି∈ ∈௞ା௝ିଵ	 ݀ ∈.

୷
୴

଴
 

(3) 

1− (ݕ)ܪ = ෍݊ܥ௜

௡

௜ୀ௥

ൣ݁ିఏ௬൧
௜ൣ1− ݁ିఏ௬൧

௡ି௜
 

(ݕ)ܪ = 1 −෍݊ܥ௜

௡

௜ୀ௥

[y]௜ൣ1− ݁ିఏ௬൧
௡ି௜

 

					= 1−෍݊ܥ௜

௡

௜ୀ௥

݁ି௜ఏ௬[1− (݊ − ଵ݁ିఏ௬ܥ(݅ 				+ (݊ − ଶ݁ି(௜ାଶ)ఏ௬ܥ(݅ + 				… + (−1)௡ି௜݁ି௡ఏ௬] 

= 1 −෍nC୧

୬

୧ୀ୰

[eି୧஘୷ − (n − i)Cଵeି(୧ାଵ)஘୷ 					+ (n − i)Cଶeି(୧ାଶ)஘୷ 	+ 						… (−1)୬ି୧eି୬஘୷] 

h(y) = −෍nC୧

୬

୧ୀ୰

[−iθeି୧஘୷ + (n − i)Cଵ(i + 1)θeି(୧ାଵ)஘୷ 				− (n − i)Cଶ(i + 2)θeି(୧ାଶ)஘୷ 	+ 		(−1)୬ି୧ାଵnθeି୬஘୷] 

h(y) = ෍nC୧

୬

୧ୀ୰

[iθeି୧஘୷ − (n − i)Cଵ(i + 1)θeି(୧ାଵ)஘୷ 			+ (n− i)Cଶ(i + 2)θeି(୧ାଶ)஘୷ −						… (−1)୬ି୧nθeି୬஘୷] 

(4) 
Using (4) in (2) 

ܲ(෍ ௜ܺ < ܻ)
௞

௜ୀ

= න G୩(y)
ஶ

଴
h(y)dy 

																											= න G୩(y)
ஶ

଴
෍nC୧

୬

୧ୀ୰

[iθeି୧஘୷ − (n − i)Cଵ(i + 1)θeି(୧ାଵ)஘୷ 			+ (n− i)Cଶ(i + 2)θeି(୧ାଶ)஘୷

−						… (−1)୬ି୧nθeି୬஘୷]dy 
(5) 

Consider 
 

න G୩(y)
ஶ

଴
eି஘୷dy ==

1
θ
൬

1− ܴ
1−ܴ + ܴ݇

൰෍൬
ܴ݇

1− ܴ + ܴ݇
൰
௝ 1

(݇ + ݆ − 1)!
න ߮(݇ + ݆,

ݕ
஘୷ି݁(ݒ

ஶ

଴

ஶ

௝ୀ଴

 ݕ݀

Simplfying   
 

														=
1
θ

1
(1 + θ)௞ݒ ൤1 +

θݒܴ݇
(1− ܴ)(1 + (θݒ

൨
ିଵ

 

														= ଵ
஘
ቈ(1 + θ)௞ݒ ቂ1 + ௞ோ௩஘

(ଵିோ)(ଵା௩஘)
ቃ቉
ିଵ

= ଵ
஘

W(k,θ)  

(6) 

Where W(k,θ) = ቈ(1 + θ)௞ݒ ቂ1 + ௞ோ௩஘
(ଵିோ)(ଵା௩஘)

ቃ቉
ିଵ

 

(7) 
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Using (6) in (5) 
 

ܲ ൭෍ ௜ܺ < ܻ
௞

௜ୀ

൱ = ෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 		+ (n− i)CଶW(k, (i + 2)θ)−		… (−1)୬ି୧W(k, nθ)] 

(8) 
From renewal theory V୩(t) = F୩(t)− F୩ାଵ(t) with         F଴(t) = 1                                            
                          

P(T > t) = ෍[F୩(t)− F୩ାଵ(t)]
∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n− i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ)

−						… (−1)୬ି୧W(k, nθ)] 
    
(ݐ)ܮ = 1 − ܲ(ܶ >  (ݐ

L(t) = 1 −෍[F୩(t)− F୩ାଵ(t)]
∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ)

−						… (−1)୬ି୧W(k, nθ)] 
(9) 

(ݐ)݈ = −෍[f୩(t)− f୩ାଵ(t)]
∞

୩ୀ଴

෍ nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ)

−						… (−1)୬ି୧W(k, nθ)] 
(10) 

(ݏ̅)݈ = −෍ൣf ̅୩(s)− f ̅୩ାଵ(s)൧
∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ)

−						… (−1)୬ି୧W(k, nθ)] 
(11) 

We now obtain the analytical result for variance of time to recruitment in closed form for four different cases on 
inter-decision times {࢏ࢁ}૚∞ 
Case(i) {࢏ࢁ}࢏ୀ૚ஶ  form an ordinary renewal process.  
The inter decision times are assumed to be independent and identically distributed hyper exponential random 
variable with probability density function f(t) = peିλ౞୲ + qeିλౢ୲, p + q = 1.Where λ୦, λ୪ are high and low attrition 
rate ,p,q are the proportion of decisions having high and low attrition. 

(ݏ)݂̅ =
௛ߣ݌
௛ߣ + ݏ +

௟ߣݍ
௟ߣ + ݏ ,݂̅(0) =

௛ߣ݌
௛ߣ

+
௟ߣݍ
௟ߣ

= ݌ + ݍ = 1, 

݀
ݏ݀
ቀ݂̅(ݏ)ቁ =

௛ߣ݌−
௛ߣ) + ଶ(ݏ +

௟ߣݍ−
௟ߣ) +  ଶ(ݏ

	൭
݀
ݏ݀
ቀ݂̅(ݏ)ቁ൱

௦ୀ଴

= −൬
௟ߣ݌ + ௛ߣݍ
௟ߣ௛ߣ

൰ ,݂̅(0) = 1 

(12) 
From  equation (11) 
݀
ݏ݀ ((ݏ̅)݈) = −෍ቂkൣ݂̅(s)൧୩ିଵ − (k + 1)ൣ݂̅(s)൧୩ቃ

∞

୩ୀ଴

݀
ݏ݀ ෍((ݏ)݂̅) nC୧

୬

୧ୀ୰

[W(k, iθ)− (n− i)CଵW(k, (i + 1)θ) 		

+ (n − i)CଶW(k, (i + 2)θ) −						… (−1)୬ି୧W(k, nθ)] 
Since		݂̅(0) = 1 

http://www.ijirset.com


 
       ISSN(Online): 2319-8753 

        ISSN (Print):  2347-6710 

 
International Journal of Innovative Research in Science, 

Engineering and Technology 
(An ISO 3297: 2007 Certified Organization) 

Website: www.ijirset.com  

Vol. 6, Issue 8, August 2017 
 

Copyright to IJIRSET         DOI:10.15680/IJIRSET.2016.0608295                                       17555 

  

൤
݀
ݏ݀ ݈

൨((ݏ̅)
௦ୀ଴

= ෍൤
݀
ݏ݀ ൨((ݏ)݂̅)

௦ୀ଴

∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 	+ (n − i)CଶW(k, (i + 2)θ)

−						… (−1)୬ି୧W(k, nθ)] 
(13) 

Using (12) in (13) 

൤
݀
ݏ݀
ቀ݈(̅ݏ)ቁ൨

௦ୀ଴
= −෍൬

௟ߣ݌ + ௛ߣݍ
௟ߣ௛ߣ

൰
∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ) − (n − i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ)

−						… (−1)୬ି୧W(k, nθ)] 
The mean time to recruitment is 

(ܶ)ܧ = −൤
݀
ݏ݀ ൨((ݏ̅)݈)

௦ୀ଴
 

= ෍൬
௟ߣ݌ + ௛ߣݍ
௟ߣ௛ߣ

൰
∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ) −						… (−1)୬ି୧W(k, nθ)] 

(14) 
Equation (14) gives the mean time to recruitment  together with (7) 
Case(ii) {࢏ࢁ}࢏ୀ૚∞  form an order statistics 
Consider the population {U୧}୧ୀଵ∞  of independent and identically distributed interdecision times with hyper exponential 
cumulative distribution F(t) = 1 − peିλ౞୲ − qeିλౢ୲ and the corresponding density function f(t).Assume that {U୧}୧ୀଵ୫  be 
a sample of size m selected from this population .Let Uଵ, Uଶ, … , U	୫ be the order statistics corresponding to this sample 
with respective probability density function f୙భ,f୙మ , … . . f୙ౣ,. Uଵ is the first order statistics and  U୫ is the mth  order 
statistics  such that Uଵ ≤ Uଶ ≤ ⋯… .≤ U୫ and hence not independent. 
 
The probability density function of jth order statistics is given by[Sheldon M.Ross2005] 

f୙ౠ(t) = j	 ൬
m
j
൰ [F(t)]୨ି୧	f(t)[1− F(t)]୫ି୨, j = 1,2,3 … m 

(15) 
Therefore the probability density function  of Uଵ	and	U୫ are given by  

f୙భ(t) = m	݂(ݐ)[1− F(t)]୫ିଵ 
(16) 

f୙ౣ(t) = m	݂(ݐ)[F(t)]୫ିଵ 
(17) 

SubCase(i)  If (࢚)ࢌ =  (ܜ)૚܃܎

(ݏ̅)݈ = −෍ቂൣf ̅୙(ଵ)(s)൧୩ − ൣf ̅୙(ଵ)(s)൧୩ାଵቃ
∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 		+ (n− i)CଶW(k, (i + 2)θ)

−						… (−1)୬ି୧W(k, nθ)] 
(18) 

݀
ݏ݀ ((ݏ̅)݈) = −෍ቂkൣf ̅୙(ଵ)(s)൧୩ିଵ − (k + 1)ൣf ̅୙(ଵ)(s)൧୩ቃ

∞

୩ୀ଴

݀
ݏ݀ ෍nC୧((ݏ)∗݂)

୬

୧ୀ୰

[W(k, iθ)− (n− i)CଵW(k, (i + 1)θ) 		

+ (n − i)CଶW(k, (i + 2)θ) −						… (−1)୬ି୧W(k, nθ)] 
(19) 

Since		݂̅(0) = 1 

൤
݀
ݏ݀ (l ൨((ݏ)̅

௦ୀ଴
= ෍൤

݀
ݏ݀
ቀf ̅୙(ଵ)(s)ቁ൨

௦ୀ଴

∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n− i)CଵW(k, (i + 1)θ) 	+ (n − i)CଶW(k, (i + 2)θ)

−						… (−1)୬ି୧W(k, nθ)] 
(20) 
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(ݏ)݂̅ = f ̅୙భ(s) = න ݁ି௦௧
∞

଴
m݂(ݐ)[1− F(t)]୫ିଵdt 

																																																																															= න ݁ି௦௧	[−
∞

଴
[d(1− F(t))]୫] 

(ݏ)݂̅ = න ݁ି௦௧	[−
∞

଴
	(d(peିλ౞୲ + qeିλౢ୲)୫] 

By using binomial expansion 

(ݏ)݂̅ = න ݁ି௦௧	[−
∞

଴
d(෍ ൬

m
rଵ
൰p୰భq୫ି୰భeି(λ౞୰భିλౢ୰భାλౢ୫)୲

୫

୰భୀ଴

)] 

= ෍ ൬
m
rଵ
൰

୫

୰భୀ଴

p୰భq୫ି୰భ(λ୦rଵ − λ୪rଵ + λ୪m) ൤
1

(s + λ୦rଵ − λ୪rଵ + λ୪m)൨ 

݀
ݏ݀
ቀ݂̅(ݏ)ቁ = ෍ ൬

m
rଵ
൰

୫

୰భୀ଴

p୰భq୫ି୰భ(λ୦rଵ − λ୪rଵ + λ୪m) ൤
−1

(s + λ୦rଵ − λ୪rଵ + λ୪m)ଶ൨ 

൤
݀
ݏ݀
ቀ݂̅(ݏ)ቁ൨

௦ୀ଴
= −෍ ൬

m
rଵ
൰

୫

୰భୀ଴

p୰భq୫ି୰భ ൤
1

(λ୦rଵ − λ୪rଵ + λ୪m)൨							 

(21) 
Using (20) and (21) 

(ܶ)ܧ = −൤
݀
ݏ݀ ൨((ݏ̅)݈)

௦ୀ଴
						

= ෍ ෍ ൬
m
rଵ
൰

௠

୰భୀ଴

p୰భq୫ି୰భ ൤
1

(λ୦rଵ − λ୪rଵ + λ୪m)൨ 			×
∞

୩ୀ଴

෍ nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 		

+ (n − i)CଶW(k, (i + 2)θ) −						… (−1)୬ି୧W(k, nθ)] 
(22) 

Equation (22) along with (7), gives the mean time to recruitment. 
Subcase(ii) 

(ݐ)݂ = ௎݂௠(ݐ) =  ௠ିଵ[(ݐ)ܨ](ݐ)݂݉

	ത݈(ݏ) = −෍ቂൣf ̅୙(୫)(s)൧୩ − ൣf ̅୙(୫)(s)൧୩ାଵቃ
∞

୩ୀ଴

෍ nC୧

୬

୧ୀ୰

[W(k, iθ)− (n− i)CଵW(k, (i + 1)θ) 		+ 

(n − i)CଶW(k, (i + 2)θ)−						… (−1)୬ି୧W(k, nθ)] 
 (23) 

݀
ݏ݀
ቀ݈(̅ݏ)ቁ = −෍ቂkൣf ̅୙(୫)(s)൧୩ିଵ − (k + 1)ൣf ̅୙(୫)(s)൧୩ቃ

∞

୩ୀ଴

d
ds
ቀf ̅୙(୫)(s)ቁ × 

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n− i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ) −						… (−1)୬ି୧W(k, nθ)] 

(24) 
Since		݂̅(0) = 1 

൤
d
ds ൨((ݏ̅)݈)

௦ୀ଴
= ෍൤

݀
ݏ݀
ቀf ̅୙(୫)(s)ቁ൨

௦ୀ଴

∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 	+ (n − i)CଶW(k, (i + 2)θ)

−						… (−1)୬ି୧W(k, nθ)] 
(25) 

(ݏ)݂̅ = ݂௎̅௠(ݏ) = න ݁ି௦௧
∞

଴
 ݐ௠ିଵ݀[(ݐ)ܨ](ݐ)݂݉
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= න ݁ି௦௧
∞

଴
௠((ݐ)ܨ)݀ = න ݁ି௦௧

∞

଴
[d(1− peିλ౞୲ − qeିλౢ୲)]୫ 

= න ݁ି௦௧	
∞

଴
d(෍ ൬

m
rଵ
൰

௠

୰భୀ଴

(−1)௠ି௥భ1௥భ൫peିλ౞୲ + qeିλౢ୲൯௠ି௥భ) 

(26) 

(ݏ)݂̅ = ෍ ෍ (−1)௠ି௥భାଵ
݉!

rଵ! rଶ! (m − rଵ − rଶ)! p୰మq୫ି୰భି୰మ ×
୫ି୰భ

୰మୀ଴

(λ୦rଶ − λ୪rଶ − λ୪rଵ + λ୪m)
(s + λ୦rଶ − λ୪rଶ − λ୪rଵ + λ୪m)

୫

୰భୀ଴

 

(27) 

൤
݀
ݏ݀
ቀ݂̅(ݏ)ቁ൨

௦ୀ଴
= −቎෍ ෍ (−1)௠ି௥భାଵ

݉!
rଵ! rଶ! (m − rଵ − rଶ)! p୰మq୫ି୰భି୰మ 	

୫ି୰భ

୰మୀ଴

(λ୦rଶ − λ୪rଶ − λ୪rଵ + λ୪m)
(s + λ୦rଶ − λ୪rଶ − λ୪rଵ + λ୪m)ଶ

୫

୰భୀ଴

቏

௦ୀ଴

 

൤
݀
ݏ݀
ቀ݂̅(ݏ)ቁ൨

௦ୀ଴
= ෍ ෍ (−1)௠ି௥భାଵ

݉!
rଵ! rଶ! (m − rଵ − rଶ)! p୰మq୫ି୰భି୰మ

୫ି୰భ

୰మୀ଴

	1
(λ୦rଶ − λ୪rଶ − λ୪rଵ + λ୪m)																							

୫

୰భୀ଴

 

(28) 
Using (25) and (28) 

(ܶ)ܧ = −൤
݀
ݏ݀
ቀ݈(̅ݏ)ቁ൨

௦ୀ଴
 

							= ෍		෍ ෍ (−1)௠ି௥భାଵ
݉!

rଵ! rଶ! (m − rଵ − rଶ)! p୰మq୫ି୰భି୰మ
୫ି୰భ

୰మୀ଴

	1
(λ୦rଶ − λ୪rଶ − λ୪rଵ + λ୪m)					

୫

୰భୀ଴

	
∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)

− (n− i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ)−						… (−1)୬W(k, nθ)] 
(29) 

Equation (29) gives the mean time to recruitment  together with (7) 
Case(iii) {ܑ܃}ܑୀ૚∞  form an geometric process 
Assume that the inter decision times ௜ܷ , ݅ = 1,2,3 …	 form a geometric process with rate b ,(b>0).It is assumed that the 
probability density function of	 ଵܷ is hyper exponential density function ݂(ݐ) = ௛݁ିఒ೓ߣ݌ + ௟݁ିఒ೗ߣݍ ݌, + ݍ = 1. 

(ݏ)݂̅ =
௛ߣ݌
௛ߣ + ݏ +

௟ߣݍ
௟ߣ + 	ݏ

݂̅(0) =
௛ߣ݌
௛ߣ

+
௟ߣݍ
௟ߣ

= ݌ + ݍ = 1

݀
ݏ݀
ቀ݂̅(ݏ)ቁ =

௛ߣ݌−
௛ߣ) + ଶ(ݏ +

௟ߣݍ−
௟ߣ) + ଶ(ݏ

൭
݀
ݏ݀
ቀ݂̅(ݏ)ቁ൱

௦ୀ଴

= −൬
௟ߣ݌ + ௛ߣݍ
௟ߣ௛ߣ

൰

	

⎭
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎫

 

 
(30) 

൤
݀
ݏ݀ ൨((ݏ̅)݈)

ୱୀ଴
= −෍൤൤

݀
ݏ݀
ቀ݂௞̅(ݏ)ቁ൨

௦ୀ଴
− ൤

݀
ݏ݀
ቀ݂௞̅ାଵ(ݏ)ቁ൨

௦ୀ଴
൨

∞

௞ୀ଴

෍ nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 		

+ (n − i)CଶW(k, (i + 2)θ) −						… (−1)୬ି୧W(k, nθ)] 
            (31) 

݂௞̅(ݏ) = ෑ݂̅ ቀ
ݏ

ܾ௜ିଵ
ቁ

௞

௜ୀ
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݀
ݏ݀
ቀ݂௞̅(ݏ)ቁ =

݀
ݏ݀
൭ෑ݂̅ ቀ

ݏ
ܾ௜ିଵ

ቁ
௞

௜ୀଵ

൱ =
݀
ݏ݀
ቆ݂̅(ݏ) × ݂̅ ቀ

ݏ
ܾ
ቁ× ݂̅ ቀ

ݏ
ܾଶ
ቁ× … × ݂̅ ቀ

ݏ
ܾ௞ିଵ

ቁቇ 

൭
܌
ܛ܌
ቀ(ܛ)ܓ̅܎ቁ൱

ୀ૙ܛ

= ൮
܌
ܛ܌
ቌෑ̅܎ቀ

ܛ
૚ିܑ܊

ቁ
ܓ

ܑୀ૚

ቍ൲

ୀ૙ܛ

= ൭
܌
ܛ܌
ቀ(ܛ̅)܎ቁ൱

ୀ૙ܛ

+
૚
܊
൭
܌
ܛ܌
ቀ(ܛ̅)܎ቁ൱

ୀ૙ܛ

	+ 	
૚
૛܊

൭
܌
ܛ܌
ቀ(ܛ̅)܎ቁ൱

ୀ૙ܛ

+⋯+
૚

૚ିܓ܊
൭
܌
ܛ܌
ቀ(ܛ̅)܎ቁ൱

ୀ૙ܛ

 

																																																						= ෍
1
ܾ௜ିଵ

௞

௜ୀଵ

	× ൭
݀
ݏ݀
ቀ݂̅(ݏ)ቁ൱

௦ୀ଴

= 	− ൬
௟ߣ݌ + ௛ߣݍ
௟ߣ௛ߣ

൰෍
1
ܾ௜ିଵ

௞

௜ୀଵ

 

(32) 
  Consider  

෍൤൤
݀
ݏ݀
ቀ݂௞̅(ݏ)ቁ൨

௦ୀ଴
− ൤

݀
ݏ݀
ቀ݂௞̅ାଵ(ݏ)ቁ൨

௦ୀ଴
൨

∞

௞ୀ଴

= ෍−൬
௟ߣ݌ + ௛ߣݍ
௟ߣ௛ߣ

൰ ൥෍
1
ܾ௜ିଵ

௞

௜ୀଵ

−෍
1
ܾ௜ିଵ

௞ାଵ

௜ୀଵ

൩
∞

௞ୀ଴

 

																																																																															= ൬
௟ߣ݌ + ௛ߣݍ
௟ߣ௛ߣ

൰෍
1
ܾ௞

∞

௞ୀ଴

					 

൤
݀
ݏ݀
ቀ݈(̅ݏ)ቁ൨

ୱୀ଴
= −൬

௟ߣ݌ + ௛ߣݍ
௟ߣ௛ߣ

൰෍
1
ܾ௞

∞

௞ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ)		 

																																																																									+(n − i)CଶW(k, (i + 2)θ)−						… (−1)୬ି୧W(k, nθ)] 
(33) 

(ܶ)ܧ = −൤
݀
ݏ݀
ቀ݈(̅ݏ)ቁ൨

௦ୀ଴
 

													= 	 ൬
௟ߣ݌ + ௛ߣݍ
௟ߣ௛ߣ

൰෍
1
ܾ௞

∞

௞ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ)

−						… (−1)୬ି୧W(k, nθ)] 
(34) 

Equation (34) gives the mean time to recruitment  together with (7) 
Case(iv) When ࢏ࢁ

 .are correlated		࢙′
The inter decision times are assumed to be exchangeable and constantly correlated exponential random variables with 
mean ଵ

ఓ
ߤ) > 0).Let ߩ be the constant correlation between U୧	and	U୨, i ≠ j. 

By taking Laplace Stieljes transform both side using  

(ݏ)തܮ = −෍[ܨത௞(ݏ)−
∞

௞ୀଵ

[(ݏ)ത௞ାଵܨ × ෍ nC୧

୬

୧ୀ୰

[W(k, iθ)− (n− i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ)

−						… (−1)୬W(k, nθ)] 
(35) 

	The cumulative distribution function of the partial sum ଵܷ + ଶܷ + ⋯+ ௞ܷ is given by Gurland(1955) as  
 

(ݐ)௞ܨ = ൬
1 − ߩ

1− ߩ + ߩ݇
൰෍൬

ߩ݇
1− ߩ + ߩ݇

൰
௝ ߮(݇ + ݆, (ݑݐ

(݇ + ݆ − 1)!

∞

௝ୀ଴

 

ݑ	݁ݎℎ݁ݓ =
1 − ߩ
ߤ 	ܽ݊݀	߮ ൬݇ + ݆,

ݐ
ݑ
൰ = 	න ݁ି∈ ∈௞ା௝ିଵ	 ݀ ∈.

௧
௨

଴
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(ݏ)ത௞ܨ = ൬
1− ߩ

1− ߩ + ߩ݇
൰෍൬

ߩ݇
1− ߩ + ߩ݇

൰
௝ 1

(݇ + ݆ − 1)!
න ߮(݇ + ݆,

ݐ
௦௧ି݁(ݑ

∞

଴

∞

௝ୀ଴

 ݐ݀

simpiifiying 

(ݏ)ത௞ܨ =
(1 − ௞݉(ߩ

1− ߩ + ߩ݇ − ݉ߩ݇ ݉	݁ݎℎ݁ݓ	 =
1

1 +  ݏݑ

 

൥
݀
ݏ݀

൩[(ݏ)ത௞ܨ]
௦ୀ଴

= (1− (ߩ ቈ
(1− (ݑ݇−)(ݒ − ݑߩ݇

(1− ଶ(ߩ
቉ =

ݑ݇−
(1−  (ߩ

൥
݀
ݏ݀

൩[(ݏ)ത௞ܨ]
௦ୀ଴

− ൥
݀
ݏ݀

൩[(ݏ)ത௞ାଵܨ]
௦ୀ଴

=
ݑ݇−

(1 − (ߩ +
(݇ + ݑ(1
(1− (ߩ =

ݑ
(1−  																														(ߩ

(36) 
The mean time to recruitment is  

(ܶ)ܧ = ෍൥൥
݀
ݏ݀

൩[(ݏ)ത௞ܨ]
௦ୀ଴

− ൥
݀
ݏ݀

൩[(ݏ)ത௞ାଵܨ]
௦ୀ଴

൩
∞

୏ୀ଴

× ෍nC୧

୬

୧ୀ୰

[W(k, iθ)− (n − i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i

+ 2)θ)−						… (−1)୬ି୧W(k, nθ)] 
 

								෍ ൤
ݑ

1− ߩ
൨×

∞

୩ୀ଴

෍nC୧

୬

୧ୀ୰

[W(k, iθ) − (n − i)CଵW(k, (i + 1)θ) 		+ (n − i)CଶW(k, (i + 2)θ) −						… (−1)୬ି୧W(k, nθ)] 

(37) 
Equation (37) gives the mean time to recruitment  together with (7) 
NUMERICAL ILLUSTRATION  
The  behavior of the performance measure due to the change in parameter is analyzed numerically for 
different  values of n and r. 
Case(i) 
Sub Case (i) n=3,r=1 
From     (14)     the mean time to recruitment is given by, 

(ܶ)ܧ = ൬
݈ߣ݌ + ℎߣݍ
݈ߣℎߣ

൰෍[w(k, 3θ) − 3w(k, 2θ) + 3w(k, θ)]
∞

k=0

 

Sub Case (ii)  n=3,r=2 
From    (14)        the mean time to recruitment is given by 

(ܶ)ܧ = ൬
݈ߣ݌ + ℎߣݍ
݈ߣℎߣ

൰෍[3w(k, 2θ) − 2w(k, 3θ)]
∞

k=0

 

Sub Case (ii)  n=3,r=3 
From     (14)      the mean time to recruitment is given by 

(ܶ)ܧ = ൬
݈ߣ݌ + ℎߣݍ
݈ߣℎߣ

൰෍[w(k, 3θ)]
∞

k=0

 

Case(ii)  (࢚)ࢌ =  (ܜ)૚܃܎
Sub Case (i) n=3,r=1 
From      (22)      the mean time to recruitment is given by, 
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(ܶ)ܧ = ෍൬
m
r1
൰

݉

r1=0

pr1q୫−r1 ൤
1

(λhr1 − λlr1 + λlm)൨෍[w(k, 3θ) − 3w(k, 2θ) + 3w(k,θ)]
∞

k=0

 

Sub Case (ii) n=3,r=2 
From     (22)          the mean time to recruitment is given by 

(ܶ)ܧ = ෍൬
m
r1
൰

݉

r1=0

pr1q୫−r1 ൤
1

(λhr1 − λlr1 + λlm)൨෍[3w(k, 2θ) − 2w(k, 3θ)]
∞

k=0

 

Sub Case (iii)  n=3,r=3 
From     (22)          the mean time to recruitment is given by 

(ܶ)ܧ = ෍൬
m
r1
൰

݉

r1=0

pr1q୫−r1 ൤
1

(λhr1 − λlr1 + λlm)൨෍[w(k, 3θ)]
∞

k=0

 

(࢚)ࢌ =  (ܜ)ܕ܃܎
Sub Case (i) n=3,r=1 
From      (29)      the mean time to recruitment is given by, 

(ܶ)ܧ = 	෍ ෍ 1+1ݎ−݉(1−) ݉!
r1! r2! (m − r1 − r2)!

pr2qm−r1−r2

m−r1

r2=0

	1
(λhr2 − λlr2 − λlr1 + λlm)					

m

r1=0

	෍[w(k, 3θ)
∞

k=0

− 3w(k, 2θ) + 3w(k,θ)] 
Sub Case (ii)  n=3,r=2 
From      (29)       the mean time to recruitment is given by 

(ܶ)ܧ = 	෍ ෍ 1+1ݎ−݉(1−) ݉!
r1! r2! (m − r1 − r2)!

pr2 qm−r1−r2

m−r1

r2=0

	1
(λhr2 − λlr2 − λlr1 + λlm)					

m

r1=0

	෍[3w(k, 2θ)
∞

k=0

− 2w(k, 3θ)] 
Sub Case (iii)  n=3,r=3 
From     (29)          the mean time to recruitment is given by 

(ܶ)ܧ = 	෍ ෍ 1+1ݎ−݉(1−) ݉!
r1! r2! (m − r1 − r2)!

pr2qm−r1−r2

m−r1

r2=0

	1
(λhr2 − λlr2 − λlr1 + λlm)					

m

r1=0

	෍[w(k, 3θ)]
∞

k=0

 

The influence of parameters on the performance measures namely the mean  time for recruitment is studied numerically. 
In the following tables these performance measures are calculated by varying the parameter ‘ρ’, ‘b’ and ‘R’ one at a 
time and taking the parameters  p=0.3,q=0.7, m=3, v=0.5,	θ = 0.6 	λ௛=0.5 	λ௟=0.6.  

 
Case(i) Table.1  Effect of ‘R’ on the performance measures E[T] 

R SubCase(i) SubCase(ii) SubCase(iii) 
0.3 7.5652 5.0502 3.1579 
0.4 7.1322 4.7124 2.9931 
0.5 6.6344 4.3537 2.8233 
0.6 6.0545 3.9660 2.6456 
0.7 5.3635 3.5374 2.4564 
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Case(ii) Table 2 : Effect of ‘R’ on the performance measures E[T] 
(࢚)ࢌ =  (࢚)(૚)ࢁࢌ

R SubCase(i) SubCase(ii) SubCase(iii) 
0.3 2.5098 1.6754 1.0476 
0.4 2.3661 1.5633 0.9930 
0.5 2.2010 1.4443 0.9366 
0.6 2.0086 1.3157 0.8777 
0.7 1.7793 1.1735 0.8149 

(࢚)ࢌ =  (࢚)(࢓)ࢁࢌ
0.3 13.8985 9.2780 5.8016 
0.4 13.1029 8.6574 5.4988 
0.5 12.1885 7.9984 5.1869 
0.6 11.1231 7.2861 4.8604 
0.7 9.8536 6.4988 4.5128 

 
• It is observed from tables 1 to 2, that if ‘R’, the correlation factor for wastage  increases, the mean time to recruitment   
  decreases  
  Similarly for other cases , numerical illustrations and observation can be found. 

IV. CONCLUSION  
 

From the present work we can study about  two grade and three grade manpower system. This work also can be 
extended in two sources of depletion.Numerical values can be obtained by varying n,r. 
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