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ABSTRACT:   Extracting features from input data is vital for successful classification task and machine learning tasks. 
Feature extraction, obviously, is a transformation of large input data into a low dimensional feature vector, which is an 
input to classification or a machine learning algorithm. The task  of feature extraction has major challenges discussed in 
this paper. The quest for universal learning is one of the most significant, fascinating, and revolutionary intellectual 
developments of all time. In present day scenarios the problems are very complex ,have high dimensional data and are 
heterogeneous .The challenge  is to learn and extract knowledge from that data to make correct decisions. The objective 
of this paper is to give an overview of methods used  in feature extraction  for various applications, give an overview of 
modern challenges in feature extraction. 
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I. INTRODUCTION 
 

The huge amount of data generated has grown multiple times with millions or trillions of data sets generated every day   
with internet  and social media. Feature extraction is a critical task which involves   huge  amount of data as input and 
transforming it  in to optimal feature set.  Feature extraction starts from an initial set of measured data and builds 
derived values(features) intended to be informative and non-redundant, facilitating the subsequent learning and 
generalization steps, and in some cases leading to better human interpretations.[118]. 
1.1 Terminology and principal representations 
Let X denote the input feature space and Y denotes the set of output labels. The sample is represented as 
  S = {(x1,y1),….(xm,ym)} 
Let D is another feature space and Let Function F maps X to D. Let h*ε D is applied to every x I ε X the feature 
extracted sample is h(S) = {(f(x1),y1)……..f(xm,ym)} 
 
Feature Engineering 
Feature Engineering comprises of  human intervention and human logic in extracting features for any application. 
 
Feature re-weighting 
A method of assigning best weight for each feature is known as Feature Re-weighting. If weights are {0,1}  it is 
variable selection.. 
 
Feature extraction in software 
 Common numerical programming environments such as Matlab, SciLab, NumPy, and R Language provide some of 
the simpler feature extraction techniques. More specific algorithms are often available as publicly available scripts or 
third-party add-ons.[118] 
 
1.2 Regional features versus global features 
Most of the existing algorithms have two approaches, either regional features [67],[68],[69],[70] or global features 
[63],[65],[66] exclusively. For global approach [63],[65],[66], a global feature vector is extracted from an image, such 
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as color histogram, color correlogram, edge direction histogram, and so on. The global features are advantageous in 
classifying simple scene categories such as "sunset,” "mountain,” "building,” etc. For  regional features 
[67],[68],[69],[70], an image is segmented into several regions and represented as a set of visual feature vectors, each 
of which represents one homogenous region.[71] gives improved feature extraction in image annotation by integrating 
global, regional and contextual features .[72] also addresses the combination of local and global features for object 
recognition 
 

II. BASIC FEATURE EXTRACTION TECHNIQUES 
 

Feature Extraction basically uses texture, color and shape feature extraction methods . 
 
2.1  Texture Feature Extraction 
 
 Human visual systems uses texture for Image recognition and interpretation. Textures are complex visual patterns 
composed of entities, or sub patterns that have characteristic brightness, color, slope, size, etc. Texture can be regarded 
as a similarity grouping in an image [126] . 
 
2.2 Spatial and Spectral Features :   
 
Depending on the domain from which the texture feature is extracted, textures are classified into spatial texture 
feature extraction methods and spectral texture feature extraction methods [14]. Spatial  texture features are 
extracted by computing the pixel statistics or finding the local pixel structures in original image domain, whereas 
spectral  transforms an image into frequency domain and then calculates feature from the transformed image 
  

Table.1 Spatial versus Spectral features 
 

Texture Method Advantages Disadvantages 
Spatial Texture feature extraction Interpretation is easy. No loss of 

information 
Noise Sensitivity 

Spectral Texture feature Extraction Needs less computation Needs square image regions of 
sufficient size 

  Tranformation is a must  
 
2.3 Texture Analysis 
Texture analysis is characterization of regions of an  image by their texture content. Texture analysis attempts to 
quantify intuitive qualities described by terms such as rough, smooth, silky, or bumpy as a function of the spatial 
variation in pixel intensities.[121] For example,  smooth texture areas, the range of values in the neighbourhood around 
a pixel will be a small value; in areas around  rough texture, the range will be larger. Standard deviation of pixels in a 
neighbourhood gives the degree of variability of pixel values in that region. Texture analysis is used in remote sensing, 
automated inspection, medical image processing etc . Texture analysis is used to find the texture boundaries, called 
texture segmentation 
 
Approaches to texture analysis are usually categorized as 

 Structural, 
 Statistical, 
 Model-based and 
 Transform 
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Structural approaches [128] [127] represent texture by well-defined primitives (micro texture) and a hierarchy of 
spatial arrangements (macro texture) of those primitives.[123] 

 
Statistical approaches [141] do not attempt to understand explicitly the hierarchical structure of the texture. Instead, 
they represent the texture indirectly by the non-deterministic properties that govern the distributions and relationships 
between the grey levels of an image [123] 
 
Model based texture analysis [129][130][131] [132][133][134] using fractal and stochastic models, attempt to interpret 
an image texture by use of, respectively, generative image model and stochastic model. 
 
Transform methods of texture analysis, such as Fourier [138] Gabor [139][140]  and wavelet transforms [137] 
[136][135]represent an image in a space whose co-ordinate system has an interpretation that is closely related to the 
characteristics of a texture (such as frequency or size).  
 
2.4 LDP, DLEP, MDLEP, CMDLEP 
 
LDP - Local directional Pattern 
Local Directional Pattern (LDP) [152] uses the edge response of neighbouring pixel to encode the texture of  an Image. 
A binary value 1 or 0 is assigned depending on the presence of the edge 
 
= ݊ܲܦܮ   ∑ ௜݂(݉௜ −݉௞) ∗ 2௜  ଼

௜ୀଵ ,        fi(x)          ቄ1,ݔ ≥ 0
ݔ,0 < 0       (1) 

 
DLEP - Directional Local Extrema Patterns  
In this method [153] two neighbouring pixel intensities in a direction are compared with the pixel centre position to 
assign either 1 or 0.It describes the spatial structure of the local texture based on the local extrema of centre pixel xc. 
 
(௜ݔ)′ܫ = −(௖ݔ)ܫ ;(௜ݔ)ܫ                      ݅ = 1,2, … … .8       (2) 
 
MDLEP - Magnitude Directional Local Extrema Pattern 
 
In [154] they proposed MDLEP to increase the performance by considering the magnitudes of local patterns 
 
CMLDEP- Combined Magnitude Directional Local Extrema Patterns 
 
This method is proposed in  [155]  which outperforms MDLEP both in terms of precision and recall. The combination 
of Gabor and MDLEP explores more information present in the image compared to LBP and other related local pattern 
operators.  
 
Local Binary Pattern and its variations  
 
LBP was introduced by author Ojala [145].LBP considers the value of central pixel as threshold and the difference 
between center pixel and its surrounding neighbours is taken into consideration to assign 0 or 1. 
 

=   ݕ,ݔ ܲܤܮ     ∑ ௣ݔ൫ݕ − ௖൯2௣௣ିଵݔ
௣ୀ଴ , (ܿ)ݕ =  ቄ      1      ܿ ≥ 0

  0      ܿ < 0    (3) 
 
Where ݔ௖ represents the gray value of  central pixel and  ݔ௣represents the grey value 

Analysis of LBP operator and its extension versions was suggested by K.subbareddy [146] .This paper explains about 
the improvement of LBP operator for following enhancements 
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1) Selection of its neighbourhood 
2) Enhancement of its robustness 
3) Improvement of its discriminative capability 
4) Extension to three dimensional data  
5) Combination with different other approaches 
 
Improved LBP (ILBP)  improves  the discriminative ability of LBP ;Improved LBP (ILBP) which compares all the 
pixels (including the central pixel) with the mean intensity of all the pixels in the patch, The authors  Tan and Triggs 
[151] extended the original LBP to a version with 3-value codes, called Local Ternary Patterns (LTP).LTP improves 
the robustness of LBP on noisy images, Gabor wavelet based LBP(GWB-based LBP) and  Center-Symmetric  LBP 
CS-LBP  combine other methods with LBP to bring in new  advantages. 3DLBP extends the LBP operator to describe 
3D volume data. Wenchao Zhang proposes a novel face representation[147], Local Gabor Binary Pattern Histogram 
Sequence(LGBPHS), which is insensitive to illumination variations due to lighting, expression, and aging. A Center-
Symmetric LBP (CS-LBP) [148], was proposed by only comparing pairs of neighbouring pixels which are in the same 
diameter of the circle. The authors zaho and Pietikanein  first, modelled [149]  the textures with volume local binary 
patterns (VLBP), which are an extension of the local binary patterns (LBP) operator widely used in ordinary texture 
analysis [150], 
 

III. PERCEPTUAL TEXTURAL FEATURES 
 

Perceptual texture features was suggested by authors Abbadeni, Noureddine [124][125]. 
GTDM: Grey-Tone Difference Matrix 
GTDM is also related to human perception of textures. Grey-Tone Difference Matrix (GTDM) was suggested by 
Amadasum . It  defines  texture measures correlated with human perception of textures. 
The perceptual textural features are Coarseness, Directionality, busyness and contrast described briefly below. 
 
3.1 Coarseness 
Coarseness measures the size of the primitives that constitute the texture. A coarse texture is composed of large 
primitives and is characterized by a high degree of local uniformity of grey-levels. A fine texture is constituted by small 
primitives and is characterized by a high degree of local variations of grey-levels. 
 

ݏܥ =   ଵ
భ
మ ௑( ∑ ∑ ெ௔௫ೣ (௜,௝)/௡ା∑ ∑

ಾೌೣ೤(೔,ೕ)
೘

೙షభ
೔సబ

೘షభ
ೕసబ

೘షభ
ೕసబ

೙షభ
೔సబ

     (4) 

3.2 Directionality 
Directionality is a global property in an image. It measures the degree of visible dominant orientation in an image. 
 
3.3 Contrast 
Contrast measures the degree of clarity with which one can distinguish between different primitives in a texture. A well 
contrasted image is an image in which primitives are clearly visible and separable. 
 
3.4 Busyness 
Busyness refers to the intensity changes from a pixel to its neighbourhood: a busy texture is a texture in which the 
intensity changes are quick and rush; a non busy texture is a texture in which the intensity changes are slow and gradual. 
 
3.5 GLCM texture features 
A GLCM is a histogram of co-occurring grey scale values at a given offset over an image.[122] uses glcm method to 
extract texture features from crop images 
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3.6 Transformations:   
 Some transformations are given below 
 
3.6.1 Fourier Transform 
Fourier transform performance is poor in practice, due to its lack of spatial localization.  
 
3.6.2 Hough transformation 
The Idea of the hough transformation is it  converts image space into a parameter space. This conversion is a mapping 
that analyses the image looking for a special sort of parameterized features usually lines or circles. It’s beauty lies in 
the many different shapes that can be detected together with their parameters.[11] 
 
3.6.3 Wavelet transforms advantages 
Wavelets best suited for texture analysis in a specific application. Wavelets are used by [135][136]137] . Arivazhagan 
and Ganesan proposed an approach to classify the texture that uses wavelet transform[143].  
The advantages offered by wavelets are  

1. to represent textures at the most suitable scale, 
2.  wide range of choices exists for the wavelet function 

 
Disadvantages:  
 
The problem with wavelet transform is that it is not translation-invariant. 
 
3.6.4 Gabor filters  
Gabor filters [142][144] provide means for better spatial localization; they are  limited in practice because there is 
usually no single filter resolution at which one can localise a spatial structure in natural textures. Gabor wavelets are the 
mathematical model of visual cortical cells of mammalian brain and using this, an image can be decomposed into 
multiple scales and multiple orientations. [120] 
 

IV. SHAPE FEATURE EXTRACTION TECHNIQUES 
 

 There are 3 main classification methods . [14] 
 
4.1 Contour-based methods and region-based methods [15]. It is proposed by MPEG-7. It is based on the use of 
shape boundary points rather than  shape interior points.  
structural approaches and global approaches are further classifications under each category. 
Sub-class is based on whether the shape is represented as a whole or represented by segments/sections (primitives).  
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Fig.1 An overview of shape description techniques 

 
4.2 Space domain and transform domain     Methods in space domain match shapes on point (or point feature)  
basis, while feature domain techniques match shapes on feature (vector) basis[16]. 
 
4.3 Information preserving (IP) and non-information preserving (NIP). IP methods allow an accurate 
reconstruction of a shape from its descriptor, while NIP methods are only capable of partial ambiguous reconstruction. 
For object recognition purpose, IP is not a requirement. 
 
4.4 Zerkine Moments 
[12] [13] Simple moments are not orthogonal, thus it is difficult to reconstruct the image from them. To overcome this 
drawback and to get the distribution of gray levels in the color image combination of Zernike and Hu moments is used. 
Zernike moments are used for less information redundancy. It allow a better description of objects than simple 
moments. These moments are joined together with Geodesic descriptors to get boundary of the object. . 
 

http://www.ijirset.com


 
                           
                         
                        ISSN(Online): 2319-8753 
           ISSN (Print):  2347-6710 
 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Visit: www.ijirset.com 

Vol. 6, Issue 12, December 2017 
 

Copyright to IJIRSET                                                                 DOI:10.15680/IJIRSET.2017.0612078                                        22564 

    

4.5 Geodesic Descriptors 
Geodesic descriptors  are invariant under geodesic isometrics, and quasi-invariant to shape articulations and bendings. 
This is  relevant to perform robust retrieval on articulated shapes, such as animal or human with varying poses. The 
Geodesic descriptors are calculated after detection of the center of the Object [12][13]. 
 

V. COLOR FEATURES 
 

Color is the vital  discriminative feature for images. The color spaces are RGB, LUV, HSV and HMMD [112].Color 
feature can be extracted from images or regions using color space. Many important color features have been proposed 
in the literatures, including color histogram [113][83], color moments(CM) [114], color coherence vector (CCV) [115] 
and color correlogram [89][116].[77] –[98]  [117] are based on color features. 
 
 
The common moments are mean, standard deviation and skewness,  can be defined as follows:  
 

µ௜ = ଵ
ே
∑ ௜݂௝
ே
௝ୀଵ                                                  (5) 

 

௜ߪ = ቄଵ
ே
∑ ൫ ௜݂௝ − µ௜൯
ே
௝ୀଵ

ଶቅ
ଵ/ଶ

                                               (6) 
 

௜ߛ  = ቄଵ
ே
∑ (݂݆݅ − µ݅)ே
௝ୀଵ

ଷቅ
ଵ/ଷ

                                               (7) 
 

Where ௜݂௝  is the color value of the ith color component of the jth image pixel and N is the total number of pixels in the 
image. 
µ௜ ,  ߪ௜, ߛ௜   (i=1,2,3) denote the mean, standard deviation and skewness of each channel of an image respectively 
 

VI. FEATURE EXTRACTION VERSUS FEATURE SELECTION 
 

Feature extraction methods apply a transformation on the original feature vector to reduce its dimension from n to m 
where m<n where as Feature selection methods select a small subset of original features. Feature Extraction methods 
are transformative apply  a transformation to data to project it into a new feature space with lower dimension. Examples 
are  PCA, and SVD where as  Feature Selection methods choose features from the original set based on some criteria to 
filter out unimportant or redundant features. Feature selection: reduce dimensionality by selecting subset of original 
variables. Example: forward or backward feature selection. Feature selection on micro array data is experimented by 
[179] . 
 
6.1 Feature Selection Algorithms 
 
Feature selection process : It  consists of four basic steps (shown in Fig. 1), namely, subset generation, subset 
evaluation, stopping criterion, and result validation [  32]. 
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Figure.2. Four steps of feature selection 
 
When the input data to an algorithm is too large to be processed and it is suspected to be redundant (e.g. the same measurement in 
both feet and meters, or the repetitiveness of images presented as pixels), then it can be transformed into a reduced set 
of features (also named a feature vector). This process is called feature selection. If the input data of an algorithm is large for 
processing and it is redundant then it is transformed into a reduced  The selected features are expected to contain the relevant 
information from the input data, so that the desired task can be performed by using this reduced representation instead of the 
complete initial data.[118]. 
 
6.1.1 Filter methods 
A generalized algorithm for filter methods [32] is modelled in figure 2. For  a data set X, the algorithm starts the search from a given 
subset SubsetN(an empty set, a full set, or any randomly selected subset) and searches through the feature space by a particular 
search strategy. Each generated subset S is evaluated by an independent measure M and compared with the previous best one. If it is 
found to be better, it is regarded as the current best subset. The search iterates until a predefined stopping CriterionStopcr is reached. 
The algorithm outputs the last current best subset Yoptas the final result.[35][36][37]. 
 

FILTER ALGORITHM 
Input:- 
X (F0,F1,………….,Fn-1 )                                                               //a training data with n features 
Subset N                                                                                         //a subset from where to start the search 
Stopcr                                                                                                       //a stopping Criterian 
Output:- 
Yopt                                                                                // an Optimal subset 
Algorithm:- 
begin 
Initialize 
Yopt = Subset N; 
Newopt=Evaluate (Subset N, X ,M);   //Evaluate subset by a Independent Measure M 
do begin 
S=Selectsubset(X)  ;    //generate a subset for evaluation 
New=Evaluate(S, X, M); //Evaluate the current subset S by M 
If(New is better than Newopt) 
Newopt=New; 
Yopt=S; 
End until(Stopcr is met); 
Return Yopt; 
End 
 

Fig.3.Generized Filter method 
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6.1.2 Wrapper Methods 
A generalized wrapper algorithm (shown in figure 4) is very similar to the generalized filter algorithm except that it 
utilizes a predefined mining algorithm A instead of an independent measure M for subset evaluation. 

 
WRAPPER ALGORITHM  

Input:- 
 X (F0,F1,………….,Fn-1 )     //a training data with n features  
 Subset N                         //a subset from where to start the search 
Stopcr  //a stopping Criterian 
Output:- 
 Yopt   // an Optimal subset 
Algorithm:- 
 begin 
 Initialize  
 Yopt=Subset N; 

Newopt=Evaluate (Subset N, X ,MinAlg);//Evaluate subset by a mining //Algorithm MinAlg 
 do begin 
 S=Selectsubset(X)  ;    //generate a subset for evaluation 
 New=Evaluate(S, X, MinAlg); //Evaluate the current subset S by A 
If(New is better than Newopt) 
End until(Stopcr is met); 
Newopt=New; 
Yopt=S; 
Return Yopt; 
end 

 
Figure.4 Wrapper  Methods 

 
6.1.3 Hybrid or Embedded algorithms 
 
Many researchers have proposed hybrid or embedded algorithms which combine the features of both wrappers and 
filter methods[33][26][27][28][29][30][31].[32] gave a generalized algorithm  followed in embedded or hybrid 
algorithm. The hybrid algorithm starts a search with given subset either empty or with few features and iterates at each 
cardinality. In each round for a best subset with cardinality c, it searches through all possible subsets of cardinality c 
+1 by adding one feature from the remaining features. Each newly generated subset S with cardinality c + 1 is 
evaluated by an independent measure M and compared with the previous best one. If S is better, it becomes the current 
best subset Y’opt at level c + 1. At the end of each iteration, a mining algorithm A is applied on Y’opt at level c + 1 and 
the quality of the mined result is compared with that from the best subset at level c. If Y’opt is better, the algorithm 
continues to find the best subset at the next level; otherwise, it stops and outputs the current best subset as the final best 
subset. The quality of results from a mining algorithm provides a natural stopping criterion in the hybrid model. 
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HYBRID ALGORITHM 
Input:- 
X (F0,F1,………….,Fn-1 )     //a training data with n features  
Subset N                         //a subset from where to start the search 
Stopcr  //a stopping Criterian 
Output:- 
 Yopt   // an Optimal subset 
Algorithm:- 
 Begin 
  Initialize  
  Yopt=Subset N; 
  C0 = Cardinality(Subset N) ;   //Calculate the cardinality of subset N 
  θbest = Evaluate (Subset n, X, M); 
  σbest = Evaluate(Subset N, X , MinAlg);  //Evaluate Subset N by a mining algorithm MinAlg 
  for c=c0+1 to N begin 
  for i=0 to N-c begin 
  S=YoptU {  Fj};   //generate a subset with cardinality c for evaluation 
  σ = evaluate(S, X, M);    //Evaluate the current subset S by M 
  If(σ is better than σbest) 
   σbest=σ; 
   YI

opt = S; 
  End 
  σ = Evaluate (YI

opt, X , MinAlg);      // Evaluate YI
optby MinAlg 

  If(σ is better than σbest) 
   Yopt= YI

opt; 
   σbest=σ; 
  else 
  break and return Yopt; 
  end; 
  returnYopt; end; 

 
Figure 5 . A generalized  embedded algorithm 

 
Criteria Filter methods Wrapper Methods Hybrid methods 

Classification Algorithm Independent of 

classification algorithm 

Dependent on Classification algorithm Dependent on classification 

algorithm 

Computational  Cost Less for huge data sets More for huge data sets In comparison with wrapper 

methods it is less 

speed Faster than wrappers Slower than filter methods Faster than wrapper methods 

Generality Result has more generality than wrappers 

method 

As classifier is involved there is lack of 

generality  

As classifier is involved there is 

lack of generality 

Superiority They are less  optimal In supervised learning problems they are 

superior 

Performance is reduced if more 

irrelevant features are  considered 

in target set 

 

Selection of subset Selects large subset of data Accuracy and Recognition rate is higher 

than filter methods 

These methods are least prone to 

over fitting 

Figure .6.Comparisons of filter, Wrapper and Hybrid Methods 
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Feature Extraction Techniques for Speech Recognition 
Speech is the way of communication between  human beings. It is  defined as a process automatically  recognizes the 
spoken words of person based on given speech signal information. It is also known as Automatic Speech Recognition 
or computer speech recognition and speech to text conversion. . To recognize the speech feature extraction and word 
recognition these two steps are followed. After feature extraction, feature matching is performed for word recognition. 
Ghule, Kishori R., and R. R. Deshmukh[75]  reviewed  about some techniques like Mel frequency Cepstral Coefficient 
MFCC, Linear prediction coding LPC, Linear prediction cepstral coefficient (LPCC), Discrete Wavelet Transform 
(DWT). MFCC is the most popular feature extraction technique. 
Correlation based feature selection techniques 
A feature should be highly correlated to the class and not much correlated to any other feature of the class.[34] 
 
Entropy is a measure of uncertainty of a random variable. It can be defined by the following 
 

H(X) = - ∑P (xi) log2 (P (xi )         (8) 
 

And the entropy of X after observing values of another variable Y is defined as 
 

H(X/Y) = - -∑P (yj) ∑P (xi/yj) log2 (P (xi / yj))       (9) 
 
Here, P (xi) is the prior probabilities for all values of X, and P (xi/yj) is the posterior probabilities of X when values of 
Y are given Entropy is a measure of correlation between two variables. .[18][19][20]. 
 

VII. DIMENSIONALITY REDUCTION   
 

This techniques extract features by projecting input data into a lower dimensional subspace . Principal Component 
Analysis[169] , Random projection and Linear Discriminant Analysis are some methods. 
Reducing the dimensionality of a dataset is an important and often challenging task.[172][173] This can be done by 
either reducing the number of features, a task called feature selection, or by reducing the number of patterns, called data 
reduction.  
This methods were applied to  classification methods [156][157][158]. The reduction of the patterns in a dataset, a lot 
of different techniques have been developed over the past few years. These include Statistical methods such as Chi-
square [159], Similarity [160][171]  and Aggregation [161]), Geometrical methods [162], Clustering (both classic [163] 
and fuzzy [164]), Autoregressive (AR) techniques [165], PCA [160][164], Singular Value Decomposition (which is 
one of the most popular methods) [164][166], Wavelets (DWT) [165], Independent Component Analysis [160], Fourier 
Decomposition (DFT [165] and a variation of FA [167]), SOM [168] and an alternative data reduction approach 
(ALEV) [168]. 
 
Diagonal features for character recognition 
 
Diagonal features are used for extracting the features of a character. Diagonal feature computation consists of two steps:  
character image is divided into different zones Diagonal Features are computed for each zone of the character. Features 
are also computed from each image by considering zones in horizontal and vertical directions.[74]  
 
Orthogonal Random Features and structured orthogonal Random features (SORF) 
 
 Felix, X. Yu presents Random Fourier Features: in Gaussian kernel approximation, replacing the random Gaussian 
matrix by a properly scaled random orthogonal matrix significantly decreases kernel approximation error. These 
techniques called as Orthogonal Random Features (ORF)[17] , and provide theoretical and empirical justification for 
this behaviour. Motivated by this discovery, researchers further proposed Structured Orthogonal Random Features 
(SORF), which uses a class of structured discrete orthogonal matrices to speed up the computation. The method 
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reduces the time cost from O(d2) to O(d log d), where d is the data dimensionality, with almost no compromise in 
kernel approximation quality compared to ORF. 
 

VIII. FAST CLUSTERING BASED FEATURE SELECTION ALGORITHM FOR HIGH DIMENSIONAL 
DATA 

 
The main concept of the   FAST clustering feature selection algorithm is to cluster subsets with most similar 
characteristics while removing irrelevant subsets from that cluster. This FAST algorithm has both efficiency and 
accuracy for finding required set. The FAST algorithm has  two steps the  first step  is it uses minimum spanning tree  
to divide data into different clusters and the in second step, it removes irrelevant sets and gives accurate and efficient 
result. All clusters formed using  FAST algorithms are  independent of each other. It is discussed further in 
[39][40][41][42][43][44][45][46][47][48]. 
 

 
Figure. 7. Basic Framework of FAST algorithm 

 
IX. CHALLENGES IN FEATURE EXTRACTION METHODS 

 
Few specified below are the upcoming challenges in feature extraction methods. 
 
9.1 Large Scale Machine Learning 
In most of the  domains today , data is arriving  faster than the algorithm is able to learn from it. To avoid wasting this 
data, we must switch from the traditional "one-shot" machine learning approach to systems that are able to mine 
continuous, high-volume, open-ended data streams as they arrive. The authors Domingos, Pedro, and Geoff Hulten 
[3][4][5]have identified  developed an approach to building stream mining algorithms that satisfies all of them. The 
approach is based on explicitly minimizing the number of examples used in each learning step, while guaranteeing that 
user-defined targets for predictive performance are met. So far, Hulten, Geoff, and Pedro Domingos [6][7][8] have 
applied this approach to four major (and widely differing) types of learner: decision tree induction, Bayesian network 
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learning, k-means clustering, and the EM algorithm for mixtures of Gaussians. The researchers ultimate goal is to 
develop a set of primitives  such that any learning algorithm built using them scales automatically to arbitrarily large 
data streams.[9] has given good insights of future problems in machine learning.[3] This paper introduced Hoeffding 
trees, a method for learning online from the high-volume data streams that are increasingly common. Hoeffding trees 
allow learning in very small constant time and have strong guarantees of high asymptotic similarity to the 
corresponding batch trees. VFDT is a high-performance data mining system based on Hoeffding trees. 
 
Domingos, Pedro, and Geoff Hulten [4] [5] derives an upper bound for learner’s loss as a function of number of 
examples used in each step of the algorithm. Then minimizes each step while guaranteeing the no change in model with 
infinite data. It is empirically applied to K-means algorithm. Bottou, Léon, Frank E. Curtis, and Jorge Nocedal provides 
a review and commentary on the past, present, and future of numerical optimization algorithms in the context of 
machine learning applications[10] 
 
9.2 Fuzzy Based feature extraction  
The authors Pal, Nikhil R., Vijay K. Eluri, and Gautam K. Manda [57]  and Nagalakshmi, G., and S. Jyothi [99]  
discusses about fuzzy based feature extraction method. Sammon’s non linear projection method lacks predictability and 
is ineffective for large data sets This paper [58] Chaudhari, Narendra S., and AvishekGhosh  introduces predictability  
implements an extension of Sammon’s algorithm using fuzzy logic approach.  
Clifton, David A., and Bruce W. Pilsworth gives the review of existing methods as histogram method and parametric 
Gaussian method.[59]. Histograms produce a density estimate of a series of data . From the density estimate, a 
probability distribution can be derived by multiplying each bin height by its bin width. Parametric Gaussian method 
assumes the data to be Gaussian. But the data may be skewed or multimodal which gives inaccurate results. 
 
kernel method [59]: The kernel method is an improvement over the existing two methods for creating a density 
estimate. It produces highly smooth density estimates for highly skewed and multi-modal distributions, and thus 
exhibits the quality of robustness that is required. 
Linguistic label method[59]: The concept behind this method is a novel one, and contrasts with the strictly statistical 
concepts used by the Kernel Method. It is based on the idea of computing with words by intuitively categorizing data 
using linguistic labels. Three Linguistic label methods are “FD1” “FD2” and “FD3” .The difference in these methods 
lies in the length of the interval in the series of data to find fuzzy features. 
 
A novel feature extraction criterion, fuzzy maximum margin criterion (FMMC), is proposed by means of the maximum 
margin criterion (MMC) and fuzzy set theory by authors Cui, Yan, and Liya Fan[61]. The between-class and within-
class fuzzy scatter matrices are redefined by incorporating the membership degrees of samples. Also the use of 
generalized singular value decomposition (GSVD) to the criterion makes the algorithm more effective. Yang, Wankou, 
et al [62]  proposes a new method of feature extraction and recognition, namely, the fuzzy inverse Fisher discriminate 
analysis (FIFDA) based on the inverse Fisher discriminate criterion and fuzzy set theory. 
 
9.3 Privacy Aware Machine Learning 
Privacy has become a major concern for all the machine learning tasks. Machine Learning Algorithms operate on 
sensitive and private data. Obviously data protection, safety , Information security, privacy and fair use of data plays 
utmost important role in health data science, social network data etc. The goal of analysing large amounts of data for 
information extraction collides with the privacy of individuals. Hence, in order to protect sensitive information, the 
effects of the right to be forgotten on machine learning algorithms need to be studied more extensively.  The “right to 
be forgotten” has been recently discussed with a particular focus on removing personal data and sensitive (personal) 
information from automated analysis if requested by individual. [176] while many of the technological issues have 
been apparently solved, the legal aspects of the collection and processing of vast amounts of data using machine 
learning algorithms has been neglected [174]. 
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Some of the following methods are used with sensitive data 
 Anonymization. The data set is transformed into a derived set that blurs the sensitive attributes without actually 
removing them altogether.[177] 
Pseudonymization. Related to anonymization, Pseudonymization works by removing sensitive attributes and replacing 
them with a placeholder, while keeping the internal logical structure of the data set, i.e., records with the same sensitive 
attributes get assigned the same pseudonym.[177]  
Functional Encryption. Functional encryption allows the calculation of certain mathematical operations on the 
encrypted values [177] 
 
This document web page[178]  give a study of statistical risk minimization problems under a version of privacy in 
which the data is kept confidential even from the learner 
 
9.4 Role of saliency Maps in feature extraction 
Saliency maps are reviewed   by authors  Verma, Jyoti, and Vineet Richhariya [56].There is a gap in the view-based 
object recognition literature between the image-based systems and the feature-based systems. While the image-based 
systems  work with complex objects, e.g. faces, they are highly sensitive to occlusion, scale, and deformation. The 
feature-based systems, rely on highly sensitive feature extraction processes that perform poorly in the presence of 
surface markings or texture.   Saliency map graph offers a robust, transformation invariant, multi scale representation of 
an image that not only captures the salient image structure, but provides the locality of  representation required to 
support occluded object recognition[53] 
 
Detection of salient image regions is useful for applications like image segmentation, adaptive compression, and 
region-based image retrieval.[50] this paper gives a novel method to determine salient regions in images using low-
level features of luminance and color.[51].Sample sub windows at random positions with random sizes  to extract 
features method is used by Moosmann, Franck, Diane Larlus, and Frederic Jurie.[52] 
 
Existing CNN-based methods operate at the patch level instead of the pixel level. Resulting saliency maps are typically 
blurry, especially near the boundary of salient objects.[53]  This paper introduces  deep network consists of two 
complementary components, a pixel level fully convolutional stream and a segment-level spatial pooling stream. 
 
9.5 Scalability 
Usually a machine learning algorithm or feature extraction algorithm is tested on small data and then extended to large 
data sets. When  the algorithm is extended to large data sets lot of problems come into play such as curse of 
dimensionality, computational complexity and processing time and learning time increases exponentially. To overcome 
this problem it has be obviously understood that algorithms should be competent for large data sets also.  
[99] –[111][182] discuses about dimensionality reduction in clustering and feature selection using feature weights. 
Is the algorithm chosen scalable? On What parameter data is driving? 
 

X. RELEVANT AND OPTIMAL FEATURES 
 

Based on a review of previous definitions of feature relevance, [180 ] [181]  classified features into three disjoint 
categories, namely, strongly relevant, weakly relevant, and irrelevant features. 
Let F be a full set of features, Fi a feature, and Si = F − {Fi}.  
These categories of relevance can be formalized as follows.  
Definition 1 (Strong relevance)A feature Fi is strongly relevant iff P(C | Fi, Si)  P(C | Si).  
Definition 2 (Weak relevance)A feature Fi is weakly relevant iff P(C | Fi, Si) = P(C | Si), and ∃ S’i  ⊂Si, such that P(C 
| Fi,S’i)P(C | S’i). 
Corollary 1 (Irrelevance)A feature Fi is irrelevant iff ∀ S’i⊆ Si, P(C | Fi,S’i) = P(C | S’i). 
The relevant and optimal features are necessary for good result of classification. 
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Suitable Feature extraction algorithm 
Feature extraction is highly subjective in nature, it depends on what type of problem you are solving. There is no 
generic feature extraction algorithm which works in all cases. Like classifiers, it is  not possible to say which is the best 
algorithm for featureselection or extraction.It  depends on your application .The questions you can answer and choose 
the best algorithm are  

 What kind of problem are you solving? (classification, regression, clustering, etc.) 
 Do you have a huge  data? 
 Does your data has  very high dimensionality? 
 Is the  datalabeled?  
 What do you want to perform feature extraction or feature selection? 
 Which method you want to use a  supervised or unsupervised method? 

 
XI.  CONCLUSION  

 
This paper gives a brief review of the existing methods present in feature extraction in different applications. The 
method that you choose for feature extraction for your application depends on many factors. Also this paper discusses 
about the latest challenges in feature extraction. 
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