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ABSTRACT: The main objective of this system is to develop a system that serves both purposes, leading readers to 
the key literature in the areas of their interest, while also providing suggestions that may be as valuable as they are non-
obvious. The recommendation system (based on a seed paper) needs to determine: (a) what papers are relevant to the 
seed paper, (b) of these, which are the most important and (c) for different user types. The scholarly literature is 
expanding at a rate that necessitates intelligent algorithms for search and navigation. For the most part, the problem of 
delivering scholarly articles has been solved. If one knows the title of an article, locating it requires little effort and, 
paywalls permitting, acquiring a digital copy has become trivial. However, the navigational aspect of scientific search – 
finding relevant, influential articles that one does not know exist – is in its early development. In this paper, we 
introduce Eigenfactor Recommends – a citation-based method for improving scholarly navigation. The algorithm uses 
the hierarchical structure of scientific knowledge, making possible multiple scales of relevance for different users. We 
implement the method dynamically and generate many recommendations from user articles from various bibliographic 
collections using server side scripting nature. 
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I. INTRODUCTION 
 
Back in the twentieth century, when libraries were predominantly physical institutions, the process of document 
acquisition facilitated serendipitous discoveries of related work and the formation of unexpected intellectual 
connections. To read a journal article, a scholar had to physically acquire the issue in which it was printed; in the 
process she would often stumble fortuitously across other relevant articles in the same issue. To read a book, a 
researcher would first have to navigate the library stacks and scan across dozens of titles–often finding even more 
relevant volumes in the process.  
No longer. Today, digital document delivery approaches a single-click level of ease. A scholar types a few words of a 
title, or the surnames of a few authors into a search engine, portal, or document repository, and can then proceed 
immediately to the required document without any of the search and browsing time that we routinely had to invest only 
ten or fifteen years ago. For the most part, this represents an enormous increase in efficiency, but something has been 
lost as well: readers are no longer exposed to related material as part of the document acquisition process. 
Fortunately, this loss is not a necessary consequence of the digital transition in scholarship. We can deliberately 
engineer tools to replicate the benefits of these previous serendipitous processes, but with hugely greater time 
efficiency and perhaps with better-than-chance ability to direct researchers to relevant studies. 
Balancing serendipity with relevancy, however, is challenging given the exponential growth of scientific knowledge. 
The volume of scholarly literature roughly doubles every decade. More than a million articles are added to this corpus 
on an annual basis. We are long past the days in which a scholar could keep up with the literature simply by reading 
through each issue of each journal in her field as it was published. 
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Exhaustive search no longer scales, and we face a desperate need for informetric tools that facilitate document 
discovery. Of course, tools for targeted search–designed to help researchers find needed papers when they know 
approximately what they are looking for will play an important role, as will systems for more efficiently navigating the 
topography of academic scholarship from papers the researcher does not know exist. But there is a  role of chance 
discovery as well, the sort of chance discovery that used to be a regular miracle among the stacks of our university 
libraries. 
This is our aim in the present system: to develop a system that serves both purposes, leading readers to the key 
literature in the areas of their interest, while also providing suggestions that may be as valuable as they are non-
obvious.  
We propose a new citation-based approach to this problem called Eigenfactor Recommends (EFrec) that meets these 
three objectives. We couple the hierarchical structure of the citation network - which reflects the natural hierarchical 
structure of scientific domains, fields, subfields, and so forth – with importance scoring based upon a network centrality 
measure. In this way we use hierarchical clustering to determine relevance and then recommend papers based upon 
their importance within these clusters. 
Thus, we are able to generate a spectrum (or scale) of recommendations for any given topic, paper, or set of key words. 
We can find papers that are very closely related but perhaps not yet very influential (Expert Recommendations). 
Alternatively, we can find papers that may be more distantly related but represent foundational contributions to the 
broader area of research (Classic Recommendations) for researchers new to a field. We find that this approach provides 
recommendations for a much larger set of papers than one can provide using a co-citation approach, and performs at 
least as well in AB testing. It also, distinctly, provides recommendations at different scales for different user types. 
 

II. METHODOLOGIES 
 
The objective of the EFrec algorithm is to find relevant papers, given a seed paper3. The data required to generate these 
recommendations is a citation graph. The output consists of a list of paper IDs and a set of recommended papers 
associated with each paper ID. The number of recommendations to be obtained can be set by the user, and range from 
one to hundreds of recommendations. Figure 1 illustrates the four-step process for generating paper recommendations.  
 
(a) Assemble citation network 
The first step requires assembling the citation graph of a relatively large corpus, where “relavitely large” means at least 
a few hundred thousands papers and a few million citations – bigger the better. This method does not perform as well 
for small graphs. The graph is represented as a link list file where column 1 is the citing paper ID and column 2 is the 
cited paper ID. For the AMiner dataset, the network consisted of 2,092,356 nodes (papers) and 8,024,869 links 
(citations). Because each paper cites only a small number of other references, the networks underlying large corpora 
will be highly sparse, as described in the section Sparseness of Citation Graphs. 
 
(b) Rank nodes 
The second step consists of ranking the nodes. We rank the nodes according to the article-level Eigenfactor (ALEF4). 
The original Eigenfactor algorithm, which is closely related to original PageRank algorithm, performs well on journal-
level citation graphs because these are cyclic, in that one can follow directed links (citations) from one journal out to 
other journals and then back to the originating journal. At the article level, however, citation graphs are acyclic or 
nearly so: a paper only cite those articles that preceded it in time. When standard PageRank approaches are applied to 
acycling citation graphs, older papers are excessively weighted. ALEF is a modified version of PageRank (PR), tailored 
specifically for the time-directed acyclic networks associated with article-level citations. We show in a recent study that 
ALEF performs better than PageRank and degree centrality and have also demonstrated that ALEF better separates 
papers that contribute to a given theory. As mentioned above, the problem with using a PageRank approach on article-
level citation graphis is that the “random walker” on the graph will move inexorably backwards in time, and as a result 
will over-weight older papers. ALEF addresses these issues with the following two modifications: (1) it shortens the 
number of contiguous steps of the random walker before she teleports to another part of the network and (2) it teleports 
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to links rather than nodes. These modifications help adjust for the over-weighting without losing the ability to exploit 
network structure. 
 

 
The mechanics of ALEF are relatively simple and proceed in five steps. First, the teleportation weight, wi for each node 
i is calculated by summing the in- and outcitations. Second, the random walker teleports to a random node based on the 
teleportation weights.  
 
Third, the random walker takes a step along the citation graph. Fifth, we compute the asymptotic rate at which each 
node is visited under this process. And fifth, these rates-which provide our rankings—are normalized so that the 
average score for all papers equals 1. Specifically, the article citation network can be represented as an n  n adjacency 
matrix, Z, where the Zij entry equals 1 if article i cites article j and 0 otherwise. The matrix is highly sparse since an 
individual article cites a tiny portion of all articles in the corpus. 
 
Hierarchically Cluster Nodes 
 
The third step is to cluster the network, using the citation graph from step 1 and node rankings from step 2. Based on 
these inputs, the hierarchical MapEquation uncovers the boundaries between domains, fields, subfields, etc. For 
simplicity, we begin with a description of the nonhierarchical map equation, which uncovers basic modular structure 
within networks, returning a hard partition in which each node is assigned to a single module. 
The map equation exploits the duality between compressing data and revealing patterns within the data. The core idea 
is to compress a description of a random walk on the network. If the network has localized regions such that a random 
walker has a long persistence time in a small group of nodes, a random walk can be concisely encoded when this 
structure is exploited in the coding scheme. 
 
Recommendation Selection 
 
The last step involves selecting nodes for three types of recommendations: (1) Expert, (2) Classic and (3) Serendipity. 
Each of these types use no specific information about the user7. However, the different recommendation types offer 
results that will be most useful to different kinds of users.  
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The Expert recommendations are aimed at researchers familiar with a community of papers and authors. The algorithm 
aims to select papers that are highly specific to a particular sub-discipline. The Classic recommendations, on the other 
hand, are geared towards a graduate student or someone new to a specific field of science. The Classic papers are 
foundational articles in a field that every first year graduate student in the field should read. Expert and classic 
recommendation examples for the famous Kleinberg paper on ”Authoritative sources in a hyperlinked environment” 
can be found in Table 2 and Table 3. The Serendipity recommendations are papers that are randomly chosen for every 
new user session. However, they are not randomly chosen from any part of the corpus. Rather, they are chosen from 
within the relevant community of papers as defined by the hierarchical network structure. The size distribution of 
communities for the different recommendations can be found in Figure 3. 

 
 

III. EXISTING SYSTEM 
 
There are collaborative filtering approaches, which rely on finding similar users and using their ratings to provide 
recommendations. They require no knowledge about the items being recommended, and with sufficient user ratings can 
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infer properties about the items in question. Content based methods are ideal for datasets where there are few users, 
however there is substantial difficulty in automated feature extraction. Term frequency-inverse document frequency 
(TF-IDF) is a commonly used technique 
Disadvantages 

 Limited good rating coverage ie  the number of ratings should dominate the number of items being rated to 
perform well 

 The problem with using a PageRank approach on article-level citation graphis is that the “random walker” on 
the graph will move inexorably backwards in time, and as a result will over-weight older papers 

 In scientific literature ,synonymy is an issue .Llike usage data, full text is difficult to obtain from publisher 
 

IV. PROPOSED METHODOLOGY 
 
Eigen factor recommendation algorithm finds relevant papers, given a seed paper3. The data required to generate these 
recommendations is a citation graph. The output consists of a list of paper IDs and a set of recommended papers 
associated with each paper ID. The number of recommendations to be obtained can be set by the user, and range from 
one to hundreds of recommendations. 
Advantages 

 Higher recommendation coverage 
 Produced comparable recommendations as measured by click-through rate 

 
V. LITERATURE SURVEY 

 
We present various inequalities for Euler's beta function of n variables. One of our theorems states that the inequalities 
an 1 Qn iD1 xi B.x1;::: ;xn/ bn () hold for all xi 1( i D 1;::: ;n; n 3) with the best possible constants an D 0 and bn D 1 
1=.n 1/W. This extends a recently published result of Dragomir et al., who investigated () for the special case n D 2.  
Understanding how topics in scientific literature evolve is an interesting and important problem. Previous work simply 
models each paper as a bag of words and also considers the impact of authors. However, the impact of one document 
on another as captured by citations, one important inherent element in scientific literature, has not been considered. In 
this paper, we address the problem of understanding topic evolution by leveraging citations, and develop citation-aware 
approaches.  
We propose an iterative topic evolution learning framework by adapting the Latent Dirichlet Allocation model to the 
citation network and develop a novel inheritance topic model. We evaluate the effectiveness and efficiency of our 
approaches and compare with the state of the art approaches on a large collection of more than 650,000 research papers 
in the last 16 years and the citation network enabled by CiteSeerX. The results clearly show that citations can help to 
understand topic evolution better. 
Knowledge discovery from scientific articles has received increasing attentions recently since huge repositories are 
made available by the development of the Internet and digital databases. In a corpus of scientific articles such as a 
digital library, documents are connected by citations and one document plays two different roles in the corpus: 
document itself and a citation of other documents. In the existing topic models, little effort is made to differentiate these 
two roles.  
We believe that the topic distributions of these two roles are different and related in a certain way. In this paper we 
propose a Bernoulli Process Topic (BPT) model which models the corpus at two levels: document level and citation 
level. In the BPT model, each document has two different representations in the latent topic space associated with its 
roles. Moreover, the multilevel hierarchical structure of the citation network is captured by a generative process 
involving a Bernoulli process. 
The distribution parameters of the BPT model are estimated by a variational approximation approach. In addition to 
conducting the experimental evaluations on the document modeling task, we also apply the BPT model to a well known 
scientific corpus to discover the latent topics. The comparisons against state-of-the-art methods demonstrate a very 
promising performance. 
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VI. SYSTEM ARCHITECTURE DESIGN 
 

 
Fig.4. System Architecture Design 

 
VII. EXPERIMENTAL RESULTS 

 

 
Fig.5. View Owner Resource 
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Fig.6. Resource Availability 

 

 
Fig.7. Article Maintenance 

 
VII. CONCLUSION AND FUTURE SCOPE 

 
 We present various inequalities for Euler's beta function of n variables. One of our theorems states that the 
inequalities an 1 Qn iD1 xi B.x1;::: ;xn/ bn () hold for all xi 1( i D 1;::: ;n; n 3) with the best possible constants an D 0 
and bn D 1 1=.n 1/W. This extends a recently published result of Dragomir et al., who investigated () for the special 
case n D 2.  
Understanding how topics in scientific literature evolve is an interesting and important problem. Previous work simply 
models each paper as a bag of words and also considers the impact of authors. However, the impact of one document 
on another as captured by citations, one important inherent element in scientific literature, has not been considered. In 
this paper, we address the problem of understanding topic evolution by leveraging citations, and develop citation-aware 
approaches. We propose an iterative topic evolution learning framework by adapting the Latent Dirichlet Allocation 
model to the citation network and develop a novel inheritance topic model. We evaluate the effectiveness and 
efficiency of our approaches and compare with the state of the art approaches on a large collection of more than 
650,000 research papers in the last 16 years and the citation network enabled by CiteSeerX. The results clearly show 
that citations can help to understand topic evolution better. 
Knowledge discovery from scientific articles has received increasing attentions recently since huge repositories are 
made available by the development of the Internet and digital databases. In a corpus of scientific articles such as a 
digital library, documents are connected by citations and one document plays two different roles in the corpus: 
document itself and a citation of other documents. In the existing topic models, little effort is made to differentiate these 
two roles. We believe that the topic distributions of these two roles are different and related in a certain way. In this 
paper we propose a Bernoulli Process Topic (BPT) model which models the corpus at two levels: document level and 
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citation level. In the BPT model, each document has two different representations in the latent topic space associated 
with its roles. Moreover, the multilevel hierarchical structure of the citation network is captured by a generative process 
involving a Bernoulli process. The distribution parameters of the BPT model are estimated by a variational 
approximation approach. In addition to conducting the experimental evaluations on the document modeling task, we 
also apply the BPT model to a well known scientific corpus to discover the latent topics. The comparisons against state-
of-the-art methods demonstrate a very promising performance. 
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