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ABSTRACT: Recollection of natural emotions from make human faces is an attractive topic with a broad range of 
market potential applications like human-computer interaction, automated tutoring systems, image and broadcast 
retrieval, smart atmosphere, and chauffeur warning systems. Traditionally, facial emotion recognition systems have 
been evaluated on laboratory controlled data, which is not representative of the environment faced in real-world 
applications. A new dynamic facial expression recognition method is proposed. Dynamic facial expression recognition 
is formulated as a longitudinal group wise registration problem. The main contributions of this method lie in the 
following aspects: [a] subject-specific facial feature movements of different expressions are described by a 
diffeomorphic growth model; [b] salient longitudinal facial expression atlas is built for each expression by a sparse 
groupwise image registration method, which can describe the whole face feature changes among the whole population 
and can suppress the bias due to large inter-subject facial variations; [c] both the profile appearance information in 
spatial domain and topological evolution data in secular domain are used to guide recognition by a sparse 
representation method. 
 
KEYWORDS: Dynamic Expression Identification, Facial Emotion Notification, Sparse Expression Representation, 
Feature Analysis, Facial Features Identification. 
 

I. INTRODUCTION 
 
Programmed Facial Expression Identification has fundamental certifiable applications. Its applications incorporate, yet 
are not constrained to, Human PC communication, brain science and broadcast communications. It remains a testing 
issue and dynamic research point in PC vision, and numerous novel techniques have been proposed to handle the 
programmed outward appearance acknowledgment issue.  
Concentrated reviews have been done on Automatic Facial Expression Recognition [AFER] issue in static pictures 
amid the most recent decade: Given a question facial picture, assess the right outward appearance sort, for example, 
outrage, appall, joy, pity, dread or astonishment. It primarily comprises of two stages: include extraction and classifier 
plan. For highlight extraction, Gabor wavelet, Local Binary Pattern [LBP], and geometric components, for example, 
dynamic appearance demonstrate are in like manner utilize. For classifier, bolster vector machine is every now and 
again utilized. Joint arrangement of facial pictures under unconstrained condition has additionally turned into a 
dynamic research theme in AFER.  
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Fig.1 System Architecture Design 

 
Lately, dynamic outward appearance acknowledgment has turned into another exploration subject and gets increasingly 
consideration. Not quite the same as the acknowledgment issue in static pictures, the point of element outward 
appearance acknowledgment is to gauge outward appearance sort from a picture succession caught amid physical 
outward appearance procedure of a subject. The outward appearance picture arrangement contains not just picture 
appearance data in the spatial area, additionally development points of interest in the fleeting space. The picture 
appearance data together with the expression development data can additionally improve acknowledgment execution. 
Despite the fact that the dynamic data gave is helpful, there are difficulties with respect to how to catch this data 
dependably and powerfully.  
For example, an outward appearance arrangement regularly constitutes of at least one onset, summit and 
counterbalance stages. With a specific end goal to catch fleeting data and make transient data of preparing and inquiry 
successions tantamount, correspondences between various worldly stages should be built up. As facial activities after 
some time are distinctive crosswise over subjects, it remains an open issue how a typical fleeting element for every 
expression among the populace can be adequately encoded while stifling subject-particular facial shape varieties. 
 

II. FEATURE EXTRACTION 
 
After frame conversion new face coordinate system on the image Plane is developed. Using Delaunay triangulation 
facial features like nose tip, left eye, right eye and mouth are detected. While the nose tip is considered as the origin of 
the face coordinate system, the reference vector connecting the nose tip to the midpoint between the centers of the two 
eyes is considered as the positive y-axis. 
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III. OPTICAL FLOW 
 
In order to compute the dynamic features, we start by computing the Optical Flow of a given video based on both 
brightness and gradient constancy assumption. The local motion of facial components resulting from the act of 
expressing an emotion, global motion of the head is subtracted from the flow vector. 
 

 
Fig.2. A typical flow chart for pair-wise image registration: the moving image is transformed to fixed image 

space.  
 

Spatio-Temporal Features 
Four pose-level features are proposed for encoding the motion information of facial components. The first feature is the 
divergence of the flow field, which measures the amount of local expansion or contraction of the facial muscles. The 
second feature captures the local spin around the axis perpendicular to the OF plane and is referred to as Curl. It is 
useful to measure the dynamics of the local circular motion of the facial components.  
The third feature is the scalar projection. This Project feature captures the amount of expansion or contraction of each 
point with respect to the nose point. For example, the “convivial” and “sad” emotions can be distinguished by this 
feature clearly. The fourth feature is the Rot feature. The Rot feature measures the amount of clockwise or anti-
clockwise rotation of each facial point operation with respect to the position vector.  
This feature helps in distinguishing between “happy” and “anger” emotions. The sign and magnitude of Rot feature are 
different for a sample lip point (the magnitude is exaggerated for better illustration) depending on the facial emotion. A 
spatio-temporal descriptor is obtained by concatenating the spatio-temporal features extracted at each local area in the 
video. 
 
Extreme Sparse Learning 
Sparse representation is that the images can be efficiently approximated by linear combination of a few elements called 
atoms. The dictionary can be obtained by either applying predefined transforms to the data or directly learning from 
training data. Extreme Learning Machine (ELM) is the classification method used. Supervised sparse coding is 
performed on the dictionary D and the classification error based on the given ELM output weight vector β.Algorithm 
used in Supervised sparse coding is Class specific Matching pursuit. Supervised sparse coding, estimates a sparse code 
matrix X that simultaneously minimizes the reconstruction error based on the given dictionary D and the classification 
error based on the given ELM output weight vector β. 
 
Class Specific Matching Pursuit (CSMP) 
The basic idea underlying the matching pursuit process is to sequentially find atoms in the dictionary and the 
corresponding sparse coefficients that minimize the objective function ࢿ t..An updated sparse code matrix is obtained. 
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IV. EXISTING SYSTEM 
 
The existing method uses a longitudinal atlas construction and diffeomorphic image registration problem. The system 
mainly consists of two stages, namely atlas construction stage and recognition stage. In the ATLAS construction stage, 
longitudinal atlas of different facial expressions is constructed based on sparse representation groupwise registration. 
The constructed atlas can capture overall facial appearance movements for a certain expression among the population. 
In the recognition stage, both the image appearance and temporal information are considered and integrated by 
diffeomorphic registration and sparse representation. 
Disadvantages 

 It is not robust enough to overcome challenges of strong illumination changes, occlusion and movements of 
head when using Atlas construction. 

 
Fig.3. Illustration of the whole facial expression process. 

 
IV. PROPOSED METHODOLOGY 

 
To identify the emotions in the presence of self-occlusion and illumination variations, we combine the idea of sparse 
representation with Extreme Learning Machine (ELM) to learn a powerful classifier that can handle noisy and 
imperfect data. Sparse representation is a powerful tool for reconstruction, representation, and compression of high-
dimensional noisy data (such as images/videos and features derived from them) due to its ability to uncover major 
information about signals from the base elements or dictionary atoms. While the sparse representation approach has the 
ability to enhance noisy data using a dictionary learned from clean information, it is not sufficient because our end goal 
is to correctly recognize the facial emotion.  
 
Algorithm 1: Estimate Sparse Learning 
 
Input: Images -i (t0!t)(Ii t0) of each subject i (i = 1; :::;C) that are 
interpolated at time point t with the growth model -i. 
Output: Atlas Mt constructed at time point t. 
1. Initialize Mt = 1CPCi=1-i (t0!t)(Ii t0). 
2. Initialize ^Ii = -i (t0!t) ^ (Ii t0). 
3. FOR i = 1 to C 
Perform diffeomorphic image registration: register Ii to Mt to minimize the image metric defined in Equation 4 
between ^Ii and Mt . Denote the registered images as Ri.  
END FOR 
4. Update Mt = 1 C PC i=1 Ri. 
5. Repeat Steps 3 and 4 until Mt converges. 
6. Return Mt. 
 
In a sparse-representation-based classification task, the desired dictionary should have both representational ability and 
discriminative power. Since separating the classifier training from dictionary learning may cause the learned dictionary 
to be sub-optimal for the classification task, we propose to jointly learn a dictionary (which may not be necessarily 
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over-completed) and a classification model. To the best of our knowledge, this is the first attempt in the literature to 
simultaneously learn the sparse representation of the signal and train a non-linear classifier based on sparse codes. 
Advantages 

 A pose-balanced OF-based spatio-temporal descriptor, which is able to robustly represent facial emotions. 
 Sparse Representation based Classification can improve the discriminative ability of the method and lead to 

better classification results. 

 
 

V. LITERATURE SURVEY 
 
In this  paper title is "A Survey on Visual Surveillance of Object Motion and Behaviors", the author describe the main 
concept behind this system, which is based on visual surveillance. The entire system concentrates highly in the area to 
analyze possible research directions, e.g., occlusion handling, a combination of two and three-dimensional tracking, a 
combination of motion analysis and biometrics, anomaly detection and behavior prognosis, content-based retrieval of 
surveillance videos, behavior understanding and natural language description, fusion of information from multiple 
sensors, and remote surveillance. 
In this  paper title is "A Markov Random Field Groupwise Registration Framework for Face Recognition", the authors 
proposed a new framework for tackling face recognition problem.  
 

 
Fig.4. The average recognition rates of seven different facial expressions on the CK+ database by using different  

schemes. “RASL” is the standard RASL algorithm with affine transformation model, “Collection Flow” is the 
collection flow algorithm, “Conventional” is the conventional groupwise registration method used to construct atlas, 
and “Sparse” is the proposed sparse representation scheme used to construct atlas. “ A” denotes image appearance 

information, and “T” denotes temporal evolution information. 
 

The face recognition problem is draw up as groupwise deformable image registration and feature matching problem. 
The main contributions of the proposed method lie in the following aspects: [a] each pixel in a facial image is 
represented by an anatomical signature obtained from its corresponding most salient scale local region determined by 
the Survival Exponential Entropy [SEE] information theoretic measure. [b] Based on the anatomical signature 
calculated from each pixel, a novel Markov random field based groupwise registration framework is proposed to 
formulate the face recognition difficult situation as a feature guided deformable image registration problem. [c] The 
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proposed method has been extensively evaluated on four publicly available databases: FERET, CAS-PEAL-R1, FRGC 
ver 2.0, and the LFW. 
In this paper title is "Facial expression recognition: A survey", the authors proposed Automatic facial expression 
recognition system, which has many applications including, but not limited to, human attitide understanding, detection 
of mental disorders, and synthetic human expressions. Two popular methods utilized mostly in the literature for the 
automatic FER systems are based on geometry and get up. Even though there is lots of research using static images, the 
research is still going on for the development of new methods which would be quiet easy in computation and would 
have less memory usage as compared to previous process. This paper presents a quick survey of facial expression 
recognition. A comparative study is also carried out using various feature extraction techniques on JAFFE dataset. 
 

VI. EXPERIMENTAL RESULTS 
 

 
Fig.5 Sample Input Frame 
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Fig.6 Iteration Process 

 

 
Fig.7 Analyzing Input Frames 
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Fig.8 Estimting Motions 

 
VII. CONCLUSION AND FUTURE SCOPE 

 
 In this system, we propose a new way to tackle the dynamic facial expression recognition problem. It is 
formulated as a longitudinal atlas construction and diffeomorphic image registration problem. Our method mainly 
consists of two stages, namely atlas construction stage and recognition stage. In the atlas construction stage, 
longitudinal atlas of different facial expressions is constructed based on sparse representation groupwise registration. 
The constructed atlas can capture overall facial appearance movements for a certain expression among the population. 
In the recognition stage, both the image appearance and temporal information are considered and integrated by 
diffeomorphic registration and sparse representation. Our method has been extensively evaluated on five dynamic facial 
expression recognition databases. The experimental results show that this method consistently achieves higher 
recognition rates than other compared methods. One limitation of the proposed method is that it is still not robust 
enough to overcome challenges of strong illumination changes. The main reason is that the LDDMM registration 
algorithm used in this paper may not compensate strong illumination changes. One possible solution is to use complex 
image matching metrics in the LDDMM framework, such as localized correlation coefficient and localized mutual 
information which have some degrees of robustness against illumination changes. This is one possible future direction 
for this study. 
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