
  

                        

                        ISSN(Online): 2319-8753 
                        ISSN (Print):  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Website: www.ijirset.com 

Vol. 6, Issue 2, February 2017 

 

Copyright to IJIRSET                                                             DOI:10.15680/IJIRSET.2017.0602178                                              3086 

     

Combined Economic Environment Unit 
Commitment by Using Modified Water 
Evaporation Optimization Algorithm 

 
R. Anandhakumar 

Assistant Professor, Department of Electrical & Electronics Engineering, Annamalai University, Annamalainagar, 

Tamilnadu, India 

 
ABSTRACT: Unit commitment which is considered as a large scale, nonlinear, mixed-integer optimization problem 
plays a very important role in optimal operation of power systems. Solving the UC problem is a complex decision-
making process since multiple constraints must be satisfied and a good UC solution method can substantially contribute 
to annual savings of production cost. In this paper combined economic environment unit commitment by using 
modified water evaporation optimization algorithm has been proposed. In order to show the feasibility of the proposed 
algorithm it has been tested with 10 unit system and the results are compared with existing method.  
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I.  INTRODUCTION 
 
The objective of the UC problem is to minimize the total cost of thermal generating units while maintaining sufficient 
spinning reserve and satisfying the operational constraints of generating units over a given schedule time horizon [1]. 
Due to the increasing environmental protection the emission is also added to UC problems. 

Over the years, extensive research has been conducted on developing efficient UC algorithm that can be 
mainly grouped as numerical based techniques and Heuristic search based techniques [2-27]. In this paper, combined 
economic environment unit commitment has been proposed using modified water evaporation optimization algorithm 
[26] are implemented to handling ramp rates with the aims of achieving the desired solution accuracy and to reduce the 
cost and emission computational effort in 24 hr time horizon.  

 
II. PROBLEM FORMUATION 

 
Multi-objective UC Model 
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SDi
t is the Shutdown cost of the ith generator at t hour. F is the combined Fuel cost and Emission with penalty 

factor h.   
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Constraints 

1. Power balance constraint 
Power balance constraint states that, the generated power should be sufficient enough to meet the power demand 

and is given by,  
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2. Generated power limits constraint 
The generated power of online generating units should lie between its upper and lower limits as given by, 
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Where Pi,min and Pi,max are the minimum and maximum thermal output power at ith unit. 

3. Spinning reserve requirement constraint 
Spinning reserve is essential to maintain system reliability; sufficient spinning reserve must be available at every 

time period. Usually, the spinning reserve is given as some percentage of the total power demand.  
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Where SRt spinning reserve at hour t, LDt load demand during hour t. 

4. Minimum up and down time constraint 
This constraint helps to determine shortest time periods during which a unit must be on or down. 
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Where HRi

t,on and HRi
t,off are number of hours at unit i is continuously online and offline unit until tth hour. MUi is 

the minimum up time hours and MDi is the minimum down time hours. 

5. Ramp rate limit constraint 
Because of the physical restrictions on thermal generating units, the rate of generation changes must be limited 

within certain ranges. The ramp rate limits confine the output movement of a generating unit between adjacent hours.  
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III. WATER EVAPORATION OPTIMIZATION ALGORITHM 
 

The evaporation of water is very important in biological and environmental science. The water evaporation from 
bulk surface such as a lake or a river is different from evaporation of water restricted on the surface of solid materials. 
In this WEO algorithm water molecules are considered as algorithm individuals. Solid surface or substrate with 
variable wettability is reflected as the search space. Decreasing the surface wettability (substrate changed from 
hydrophility to hydrophobicity) reforms the water aggregation from a monolayer to a sessile droplet.  

Such a behavior is consistent with how the layout of individuals changes to each other as the algorithm progresses. 
And the decreasing wettability of surface can represent the decrease of objective function for a minimizing 
optimization problem. Evaporation flux rate of the water molecules is considered as the most appropriate measure for 
updating individuals which its pattern of change is in good agreement with the local and global search ability of the 
algorithm and make this algorithm have well converged behavior and simple algorithmic structure. The details of the 
water evaporation optimization algorithm are well presented in (Kaveh and Bakhshpoori, 2016).   

 In the WEO algorithm, each cycle of the search consists of following three steps (i) Monolayer Evaporation 
Phase, this phase is considered as the global search ability of the algorithm (ii) Droplet Evaporation Phase, this phase 
can be considered as the local search ability of the algorithm and (iii) Updating Water Molecules, the updating 
mechanism of individuals.  

(i) Monolayer Evaporation Phase  
In the monolayer evaporation phase the objective function of the each individuals Fiti

t is scaled to the interval [-3.5, 
-0.5] and represented by the corresponding Esub(i)t inserted to each individual (substrate energy vector), via the 
following scaling function.  
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                    (3.1) 

Where Emax and Emin are the maximum and minimum values of Esub respectively. After generating the substrate 
energy vector, the Monolayer Evaporation Matrix (MEP) is constructed by the following equation.  
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where MEPt
ij isthe updating probability for the jth variable of the ith individual or water molecule in the tth iteration 

of the algorithm. In this way an individual with better objective function is more likely to remain unchanged in the 
search space.   

 
(ii)  Droplet Evaporation Phase 

 In the droplet evaporation phase, the evaporation flux is calculated by the following equation.    
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where Jo and Po are constant values. The evaporation flux value is depends upon the contact angle ϴ, whenever this 
angle is greater and as a result will have less evaporation. The contact angle vector is represented the following scaling 
function.  
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Where the min and max are the minimum and maximum functions. The ϴmin & ϴmax values are chosen between -
50o < ϴ < -20o is quite suitable for WEO.  After generating contact angle vector ϴ(i)t the Droplet Probability Matrix 
(DEP) is constructed by the following equation. 

  
  










t
iij

t
iijt

ji Jrandif

Jrandif
DEP





0

1
           (3.5) 

where DEPt
ij is the updating probability for the jth variable of the ith individual or water molecule in the tth iteration 

of the algorithm.  
 

(iii)  Updating Water Molecules  
In the WEO algorithm the number of algorithm individuals or number of water molecules (nWM) is considered 

constant in all tth iterations, where t is the number of current iterations. Considering a maximum value for algorithm 
iterations (tmax) is essential for this algorithm to determine the evaporation phase and for stopping criterion. When a 
water molecule is evaporated it should be renewed. Updating or evaporation of the current water molecules is made 
with the aim of improving objective function. The best strategy for regenerating the evaporated water molecules is 
using the current set of water molecules (WM(t)). In this way a random permutation based step size can be considered 
for possible modification of individual as:    

            jipermuteWMjipermuteWMrandS tt 21. 
    (3.6) 

where rand is a random number in [0,1] range, permute1and permute 2 are different rows of permutation functions. 
i is the number of water molecule, j is the number of dimensions of the problem. The next set of molecules (WM(t+1)) is 
generated by adding this random permutation based step size multiplied by the corresponding updating probability 
(monolayer evaporation and droplet evaporation probability) and can be stated mathematically as: 
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Each water molecule is compared and replaced by the corresponding renewed molecule based on objective 
function. It should be noted that random permutation based step size can help in two aspects. In the first phase, water 
molecules are more far from each other than the second phase. In this way the generated permutation based step size 
will guarantee global and local capability in each phase.  

 
IV. IMPLEMENTATION OF WEO ALGOTIHM TO SOLVE UC PROBLEM 

 
The detailed algorithmic steps for proposed MWEO algorithm to solve an UC problem are presented below. 
Step 1: Initialize total no of generating units, generator power limits, ramp rate limits, minimum uptime, minimum 

downtime, load demand, number of water molecules, maximum number of algorithm iteration (tmax), MEPmin, MEPmax, 
DEPmin, DEPmax. 

Step 2: Randomly initialize all water molecules. 
Step 3: Obtain the ON/OFF status of generating units by applying priority list method and compute the objective 

function given by Eq. (2.1), Eq. (2.4) and Eq. (2.8) for all water molecules. 
Step 4: Check whether t (current iteration) ≤ tmax/2.  
Step 5: If step 4 is satisfied, then, water molecules are globally evaporated based on monolayer evaporation 

probability MEP using Eq. (3.2). 
Step 6: For t > (1+tmax/2)2, Based on DEP (Eq. 3.5), in the modified evaporation occurs.  
Step 7: Generate random permutation based step size matrix according to Eq. (3.6).   
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Step 8: Generate evaporated water molecules by adding the product of step size matrix and evaporation matrix to the current set 
of molecules MWM(t) by using Eq. (3.7) and update the matrix of water molecules. 

Step 9: Compare and update the water molecules.  
Step 10: Return the best water molecule (generator outputs corresponding to the minimized value of CF or E). 
Step 11: If the number of iteration of the algorithm (t) becomes larger than the maximum number of iterations (tmax), the 

algorithm terminates. Otherwise go to step 3. 
 

V. SIMULATION RESULTS AND DISCUSSION 
 
The application of WEO algorithm is extended to solve the combined UC and Emission problem in 10-unit system with 

10% spinning reserve and without considering ramp rate constraint. The WEO algorithm parameters for all test systems are shown in 
Table 5.1. The test system particulars are adopted from [27]. Table 5.2 presents the 24h committed schedule for the 10-unit case and 
Table 5.3 shows the comparison of the proposed method to other popular method. The dispatch of each generating unit shows that 
the generating capacity limit constraint as well as minimum up and down constraints is satisfied. As comparison shows, the best total 
cost obtained using MWEO is $ 1111845.12 and emission of 43732.15 which is lesser than compared to RCGWO [27].  

 
TABLE 5.1 PROBLEM PARAMETERS OF WEO ALGORITHM 

 

Problem Parameters WEO MWEO 

Water Molecules (nWM) 10 10 

Maximum Number of Algorithm Iteration (tmax) 100 100 

MEPmin 0.03 0.03 

MEPmax 0.6 0.5 

DEPmin 0.6 0.5 

DEPmax 1 1 

 
TABLE 5.3 COMPARISON RESULTS OF TEST SYSTEM 16 

 

Method Total Cost $ Emission, lb 

RCGWO 1111956 43732.98 

WEO 1111845.35 43732.82 

MWEO 1111845.12 43732.15 
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TABLE 5.2 TEST RESULTS OF 10-UNIT SYSTEM FOR COMBINED UC AND EMISSION 
MINIMIZATION 

 

Hour 
Generation Schedule, MW 

SC, $ Fuel cost, $ Emission, lb 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 

1 455 244 0 0 0 0 0 0 0 0 0 13682.07 955.21 
2 455 295 0 0 0 0 0 0 0 0 0 14554.39 1055.02 
3 455 265 0 130 0 0 0 0 0 0 560 16891.91 1077.33 
4 455 235 130 130 0 0 0 0 0 0 550 19261.36 1249.78 
5 455 285 130 130 0 0 0 0 0 0 0 20132.39 1343.76 
6 455 360 130 130 25 0 0 0 0 0 900 22387.15 1549.72 
7 455 410 130 130 25 0 0 0 0 0 0 23262.03 1704.26 
8 455 455 130 130 30 0 0 0 0 0 0 24150.13 1863.08 
9 455 455 130 130 85 20 25 0 0 0 860 27251.14 2183.28 
10 455 455 130 130 140 55 25 10 0 0 60 30057.64 2599.12 
11 455 455 130 130 162 73 25 10 10 0 60 31916.25 2945.22 
12 455 455 130 130 162 80 25 43 10 10 60 33889.41 3229.37 
13 455 455 130 130 140 55 25 10 0 0 0 30057.64 2599.12 
14 455 455 130 130 85 20 25 0 0 0 0 27251.14 2183.28 
15 455 455 130 130 30 0 0 0 0 0 0 24150.13 1863.08 
16 455 310 130 130 25 0 0 0 0 0 0 21513.8 1424.18 
17 455 260 130 130 25 0 0 0 0 0 0 20641.92 1318.57 
18 455 360 130 130 25 0 0 0 0 0 0 22387.15 1549.72 
19 455 455 130 130 30 0 0 0 0 0 0 24150.1 1863.08 
20 455 455 130 130 140 55 25 10 0 0 490 30057.64 2599.12 
21 455 455 130 130 85 20 25 0 0 0 0 27251.23 2191.28 
22 455 315 130 130 25 20 25 0 0 0 0 23627.49 1718.82 
23 455 245 0 130 25 20 25 0 0 0 0 19497.97 1346.83 
24 455 276 0 0 25 20 25 0 0 0 0 17159.45 1319.1 

 
VI. CONCLUSION 

 
The effective unit commitment saves fuel costs and is a necessary contribution to the operating on/off plans of the 
generating units. In this paper, a modified water evaporation optimization based solution algorithm for solving the 
combined economic environment unit Commitment problem is presented. The proposed algorithm uses global search 
and local search to select the committed units and give the economic schedule for each specific hour. This new 
algorithm produces better results than the existing methods in addition to satisfaction of the system constraints. From 
the results, it is clear that the proposed method provides the quality solution with low cost and has a potential for on-
line implementation. 
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