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ABSTRACT: The large amount of data comes from pubs to public agencies, mom and pops to multi nationals; nobody 
is unrelated to large amount of data. Large organization takes the influential decisions based on analysis of their data. To 
handle large amount of data, often third party enrolment is present as part of their client projects. The growing popularity 
and development of data mining technologies bring serious threat to the security of individual's sensitive information. An 
emerging research topic in data mining, known as privacy preserving data mining (PPDM), has been extensively studied 
in recent years. There are several methods of PPDM with the check of privacy. The methods are classified on three 
different approaches. The aim of this paper is to discuss the PPDM method, which is based on Data Modification 
framework. It provides a wider perspective and investigates various approaches that can help to protect sensitive 
information. 
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I.INTRODUCTION 
 

With the rapid use of technology in almost every field, had emerged large amount of data to be effectively 
handled by the organization. The organization need to release it for various processes, this large amount of data is “Big 
data”. The glossary meaning of big data is “extremely large data sets that may be analyzed computationally to reveal 
patterns, trends and associations”. In simple terms it’s a term for data sets that are so large or complex. Traditional data 
processing applications are inadequate to deal with them. The advantages of big data is that its capability of handling 
large amount of information with minimum processing time. On the reverse side the processing algorithm put the 
sensitive information on the edge of exposure. Generating an anonymized data set that is suitable for public release is 
essentially a matter of finding a good equilibrium between disclosure risk and information loss. Releasing the original 
data set provides the highest utility to data users but incurs the greatest disclosure risk for the subjects in the data set. On 
the contrary, releasing random data incurs no risk of disclosure but provides no utility [1]. So the term privacy preserving 
data mining is used for voluminous data in such manner so that mining algorithms can be applied effectively without 
compromising security of sensitive and confidential data.  

 
II.LITERATURE SURVEY 

 
Data modification technique can be categorized in two groups, perturbation approach and anonymization 

approach. In simple words data modification approaches are hiding the important data with aim that private data can’t be 
reached directly or indirectly. In similar terms anonymization technique can be defined as preventing from identifying the 
important data, thus preserving one’s privacy and in perturbation approach a part or whole dataset is modified for 
creating meaningful data mining models. 
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1. Anonymization Techniques 
In this technique the sensitive information about the one’s record is to be hidden. This technique even assume 

that to retain the sensitive information for further analaysis.By the above statements, it’s obvious that  explicit identifiers 
will be removed, but quasi identifier can be linked with the available data. For example: consider the attributes such as 
Gender, Pincode and date of birth available in UID database. Such records can also be available in some other dataset 
where linking can be done with much possibility. Thus in simple terms the quasi identifiers can be easily linked with 
possible dataset. This approach is classified as follows: 

 
1.1 k-anonymity:  
In this technique each record within an anonymized table must be indistinguishable with at least k-1 other record 

within the dataset, with respect to a set of QI attributes. In particular, a table is K-anonymous if the QI attributes values 
of each record are identical to those of at least k-1 other records. To achieve the K-anonymity requirement, generalization 
or suppression could be used [2, 3]. This method simply removes some information in table such as explicit information 
such as name, telephone number which help to identify the identity of row. After removing the information the rows are 
divided in certain groups, each row in each group had same values in quasi code attributes. Thus the new release data 
could stand to attacks like linkage attack, i.e the new release data reduces the risk of identification of individual with the 
publically available data. The limitation of this technique is, it’s very difficult for a DB designer to identify which the 
attributes common in both dataset and other external table. There are various algorithms available in recent areas to 
implement k-anonymity. This method ensures that the data transformed is true, but there is information is loss. 

 
1.2 L-diversity Technique 
The above technique, k-anonymity protects against identity disclosure but it cannot protect against attribute 

disclosure, to solve this limitation a new notion of PPDM known as l-diversity. In this technique, l-diversity requires the 
distribution of sensitive information in each equivalences class having well represented values. 

An equivalence class is said to have l-diversity if there are at least “well-represented” values for the sensitive 
attribute. A table is said to have l-diversity if every equivalence class of the table has l-diversity. [2]In simple terms, well 
represented is to ensure that there are at least l-distinct values for the sensitive information of the row in the dataset. The 
advantage of this technique is that it overcomes the shortcoming in the k-anonymity model i.e. if there is homogeneity of 
sensitive data within the dataset, k-anonymity cannot protect identities to k-individuals level. To solve this concept a new 
concept, of intra group diversity of sensitive vales is introduced. L-diversity technique solves the homogeneity attack of 
k-anonymity that emphasizes not only on saving the minimum size of K group but also considers saving the variety of 
the sensitive attributes of each group. The l-diversity technique had shortcomings like; this technique is insufficient to 
solve attribute disclosure attack, in simple form similarity attack. If the sensitive information in anonymized group is 
distinct but semantically same, the challenger can find the important information about the attributes within the dataset. 
Another shortcoming with this technique is that it effectively assumes all attributes to be definite, the challenger either 
does or does not learn something sensitive. This is specific with the numerical values in the dataset being close to the 
value is often good enough. 

 
1.3   T-Closeness Technique 
L-diversity disadvantage is that it treats all values in the given tuple in the same regardless of its distribution in 

the datset.In particular it is neither necessary nor sufficient to prevent attribute disclosure. To overcome, a new technique 
known as t-closeness is introduced. In this technique a threshold value‘t’ is used, i.e. the distribution of the sensitive data 
should not be more than the threshold value. T-closeness formalizes the idea of global background knowledge by 
distributing the sensitive information in any class to the distribution of the attribute in the given table. To calculate the 
information between sensitive values, Earth mover distance metric is used. Thus we state the t-closeness Principle: An 
equivalence class is said to have t-closeness if the distance between the distribution of a sensitive attribute in this class 
and the distribution of the attribute in the whole table is no more than a threshold t. A table is said to have t-closeness if 
all equivalence classes have t-closeness. [3] 
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Thus by above discussion author can state that t-closeness protects against attribute disclosure of sensitive 
information, but can’t deal with identity disclosure. So for effective privacy features use both t-closeness and k-
anonymity techniques at the same time. T-closeness deals with the homogeneity and background knowledge attacks on k-
anonymity not by guaranteeing that they can never occur, but by guaranteeing that if such attacks can occur, then similar 
attacks can occur even with a fully-generalized table. Thus t-closeness had advantage of anonymization technique other 
than generalization of secondary identifier. It simple state that hide the sensitive information, thus removing help to 
achieve smooth distribution and bring it closer the overall distribution. It also enhance the t-closeness on the concept of l-
diversity i.e. treating all values of attributes in similar way, irrespective of the distribution of the attributes in the given 
dataset. The t-closeness approach tends to be more effective than many other privacy-preserving data mining methods for 
the case of numeric attributes. But the main challenge with this technique is to show the distance criteria reflect between 
attributes. 

 
III.FEATURES OF DIFFERENT ANONYMIZATION TECHNIQUE 

 
Anonymization based PPDM identify the sensitive information about the owner to be hidden. It shows the 

advantages of overcome of linking attack and heavy loss of information. The following table shows the comparison of 
different anonymization technique: 

 
Technique Features 

k-anonymity 

 able to preserve privacy 
 achieve the anonymization 
 protects against identity disclosure, while don’t protect against attribute disclosure. 
 possible attacks on it are background attack and homogeneity attack. 

l-diversity 

 better than k-anonymity in preserving in data mining. 
 maintain the diversity of the sensitive attributes 
 takes in account the diversity of sensitive values in the group. 
 possible attack on it is similarity attack. 

t-closeness 

 allows us to take advantage of anonymization techniques other than generalization of 
quasi-identifier and suppression of records. 
 provides a way closer to the overall distribution of the information in dataset 
 the basic requirement of it is that the sharing of the sensitive information within each 
dataset be similar to the distribution of the confidential information values in the entire data 
set. 
 limits the amount of information that any impostor can obtain about the sensitive 
information on any specific subject.  
 the distribution of the sensitive information should be equally distributed within the 
dataset; this is requirement of t-closeness. 

 
IV.CONCLUSION 

 
Thus data mining is the major part of the today’s technology era. To handle large amount of data, different 

application are available which come under ‘Big Data’ concept. Under big data concept the important term is privacy, to 
protect sensitive data. Privacy is important term because people are unease about their sensitive information to be shared. 
There are various PPDM techniques which can be broadly classified as anonymization and perturbation approach. Thus 
this paper list different anonmization techniques used in PPDM. From the above discussion it is clear that there is no 
single technique that is reliable in all aspects of technology. The type of data and the type of working domain affect the 
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performing factors of the different techniques. The main aspect of the techniques is to create balance between privacy 
maintaining and accuracy maintenance, to improve the accuracy feature of PPDM algorithm.  
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