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ABSTRACT: Patients wait delay and patient overcrowding is one of the major problems faced by hospital. A patient is 
usually required to undergo various examinations, inspection or tests according to his conditions. This waiting time 
increases the frustration on patients. Patient Queue Management and wait time prediction form challenging and 
complicated job because each patient might require different phases and operations such as check-up and various tests. 
Random Forest Algorithm(RFA) is used for Data mining of big data. Therefore, we propose a Patient Treatment Time 
Prediction (PTTP) algorithm to predict the waiting time for each treatment task for a patient. HQR calculates and 
predicts an efficient and convenient treatment plan recommended for the patient. Ciphertext-policy attribute-based 
encryption (CP-ABE) has been a preferred encryption technology to solve the challenging problem of secure data 
sharing in cloud computing. An efficient file hierarchy attribute-based encryption scheme is proposed in cloud 
computing. The layered access structures are integrated into a single access structure, and then, the hierarchical files are 
encrypted with the integrated access structure. The ciphertext components related to attributes could be shared by the 
files. Therefore, both ciphertext storage and time cost of encryption are saved. The proposed scheme is highly efficient 
in terms of encryption and decryption. 
 
KEYWORDS: Big Data, Cloud Computing, Patient Treatment Time Prediction, Hospital queuing Recommendation 

I. INTRODUCTION 
 

Currently, most hospitals are overcrowded and there is no efficient queue management. Providing Patient queue 
management and waiting time prediction is challenging and tedious job as each patient vary in different operations such 
as checkup, different tests like X-ray, CT scan, blood tests, sugar level. Some of the tasks are independent whereas 
some tasks are waiting to complete other dependent tasks. Most patients must have to wait in different queues for 
different treatments. In order to complete required treatment in a shortest duration of waiting time of each task is 
predicted in real time. PTTP algorithm is proposed as learning algorithm for calculating the waiting time. Patient 
Treatment Time Prediction(PTTP) uses RF algorithm for its implementation. Based on this Hospital Queue 
Recommendation (HQR) system is diagnosed. In the Computer System we have mainly three types of Resources, they 
are Software, Hardware and Data. Data is the most important resource of computer system, because whatever 
computing we are doing is just because of data. The massive unstructured data is called Big Data. Basically, The term 
big data not only means large volume of data but also other features that differentiate it from the concepts of ‘‘massive 
data or large volume of data’’. Now in present days very less amount of data is generated in structured form as 
compared to unstructured data e.g. Text files, sensor data, log data, web data, social networking data or different 
varieties of data. With the burgeoning of network technology and mobile terminal, online data sharing has become a 
new “pet”, such as Facebook, MySpace, and Badoo. Meanwhile, cloud computing [17]–[21] is one of the most 
promising application platforms to solve the explosive expanding of data sharing. In cloud computing, to protect data 
from leaking, users need to encrypt their data before being shared. Access control [22], [23] is paramount as it is the 
first line of defence that prevents unauthorized access to the shared data. Recently, attribute-based encryption(ABE) 
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[24]–[26] has been attracted much more attentions since it can keep data privacy and realize fine-grained, one-to-many, 
and non interactive access control. Ciphertext-policy attribute based encryption (CP-ABE) is one of feasible schemes 
which has much more flexibility and is more suitable for general applications. 

II. RELATED WORK 
 

To improve the accuracy of the data analysis with continuous features, various optimization methods of classification 
and regression algorithms are proposed. A self-adaptive induction algorithm for the incremental construction of binary 
regression trees was presented in [1]. Tyree et al. [2] introduced a parallel boosted regression tree algorithm for web 
search ranking. In [3], a multi-branch decision tree algorithm was proposed based on a correlation-splitting criterion. 
Other improved classification and regression tree methods were proposed in [4]. The random forest algorithm is an 
ensemble classifier algorithm based on a decision tree, which is a suitable data-mining algorithm for big data. The 
random forest algorithm is widely used in many fields such as fast action detection via discriminative random forest 
voting and Top-K sub volume search, robust and accurate shape model matching using random forest regression voting, 
and a big data analytic framework for peer-to-peer botnet detection using random forests [10]. The experimental results 
in these papers demonstrate the effectiveness and applicability of the random forest algorithm.  
 
 Bernard proposed a dynamic training method to improve the accuracy of the random forest algorithm. In, a 
random forest method based on weighted trees was proposed to classify high-dimensional noisy data. However, the 
original random forest algorithm uses a traditional direct voting method in the voting process. In such a case, the 
random forest containing noisy decision trees would likely lead to an incorrect predicted value for the testing dataset. 
Various recommendation algorithms have been presented and applied in related fields. Meng et al. proposed a 
keyword-aware service recommendation method on MapReduce for big data applications. A travel recommendation 
algorithm that mines people's attributes and travel-group types was proposed in [15]. 
  
 Yang et. al. [16] introduced a Bayesian-inference-based recommendation system for online social networks, in 
which a user propagates a content rating query along the social network to his direct and indirect friends. To predict the 
waiting time for each treatment task, we use the random forest algorithm to train the patient treatment time 
consumption based on both patient and time characteristics and then build the PTTP model. Because patient treatment 
time consumption is a continuous variable, a Classification And Regression Tree (CART) model is used as a meta-
classifier in the RF algorithm. Because of the shortcomings of the original RF algorithm and the characteristics of the 
patient data, in this paper, the RF algorithm is improved in 4 aspects to obtain an effective result from large-scale, high 
dimensional, continuous, and noisy patient data. Compared with the original RF algorithm, our PTTP algorithm based 
on an improved RF algorithm has significant advantages in terms of accuracy and performance. Moreover, there is no 
existing research on hospital queuing management and recommendations. Therefore, we propose an HQR system based 
on the PTTP model. To the best of our knowledge, this paper is the first attempt to solve the problem of patient waiting 
time for hospital queuing service computing. A treatment queuing recommendation with an efficient and convenient 
treatment plan and the least waiting time is recommended for each patient. Sahai and Waters [24] proposed fuzzy 
Identity-Based Encryption (IBE) in 2005, which was the prototype of ABE. Latterly, a variant of ABE named CP-ABE 
[27], [28], was proposed. 

III. ALGORITHM 
 

To build the PTTP model based on both, patient and time characteristics, a PTTP algorithm is proposed. The PTTP 
model is based on an improved RF algorithm and is trained from the massive, complex, and noisy hospital treatment 
data. Most of the data in hospitals are massive, unstructured, and high dimensional. Hospitals produce a huge amount 
of business data every day that contain a great deal of information, such as patient information, medical activity 
information, time, treatment department, and detailed information of the treatment task. The time consumption of the 
treatment tasks in each department might not lie in the same range, which can vary according to the content of tasks 
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and various circumstances, different periods, and different conditions of patients. There are strict time requirements for 
hospital queuing management and recommendation. 
 
Algorithm: Process of the Random Forest-Based PTTP Algorithm 

Input: 
     STrain: the training datasets; 
     k: the number of CART trees in the RF model. 
Output: 
     PTTPRF : the PTTP model based on the RF algorithm. 
1: for i =1 to k do 
2:    create training subset straini   sampling(STrain); 
3:    create OOB subset sOOBi   (STrain - straini); 
4:    create an empty CART tree hi; 
5:    for each independent variable yj in straini do 
6:         calculate candidate split points vs ←yj; 
7:         for each vp in vs do 
8:              calculate the best split point (yj,vp)← 
              arg min[∑ xϵRL (yi -cL)2 +∑xϵRR (yi -cR)2]; 
9:         end for 
10:       append node Node(yj, vp) to hi; 
11:       split data for left branch RL(yj,vp)← {x/yj ≤vp}; 
12:       split data for right branch RR(yj,vp)←{x/yj > vp}; 
13:       for each data R in {RL(yj,vp), RR(yj,vp)} do 
14:            calculate Ø(vpL/yj)  ←maxi Ø(vi/y); 
15:            if (Ø(vp(L/R)/yj) ≥Ø(vp/yj)) then 
16:            append subnode Node(yj,vp(L/R)) to Node(yj,vp) as 
              multi-branch; 
17:             split data to two forks RL(yj,vpL ) and RR(yj;vpR); 
18:          else 
19:             collect cleaned data for leaf node Dleaf ←   
               (IL ≤ yj ≤OL); 
20:             calculate mean value of leaf node c ← 
                   1/k∑ Dleaf ; 
21:          end if 
22:       end for 
23:       remove yj from straini; 
24:    end for 
25:    calculate accuracy 
        CAi ←( I (hi(x)=y))/(I(hi(x)=y)+∑I(hi(x)=z)) for hi 
         by testing sOOBi; 
26:  end for 
27: PTTPRF ←H(X,Ɵj)←1/k∑k

i=1 [CAi × hi]; 

28: return PTTPRF.  

IV. SYSTEM MODEL 
 

 A PTTP algorithm is proposed based on an improved Random Forest (RF) algorithm. The predicted waiting time 
of each treatment task is obtained by the PTTP model, which is the sum of all patients' probable treatment times in 
the current queue.  
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 An HQR system is proposed based on the predicted waiting time. A treatment recommendation with an efficient 
and convenient treatment plan and the least waiting time is recommended for each patient.  

 The PTTP algorithm and HQR system are parallelized. The parallel solution is employed with the MapReduce and 
Resilient Distributed Datasets (RDD) programming model. 
In the RDD programming model, each RDD object supports two types of operations, i.e., transformation and 
action. Transformation operations include a series of operations on an RDD object, such as map(), filter(), 
flatMap(), mapPartitions(), union(), and join(). Then, a new RDD object is returned from each transformation 
operation. Action operations include a series of operations on an RDD object, such as reduce(), collect(), count(), 
and countBykey(), that compute a result and callback to the driver program or save it to an external storage system. 

 We propose the layered model of access structure to solve the problem of multiple hierarchical files sharing. The 
files are encrypted with one integrated access structure. 

 Security involves two aspects: file ciphertext confidentiality and content key ciphertext confidentiality. 
 

 
Figure 1: System architecture 

 
Patient: It includes patient details such as name, disease, age, gender etc., 
 
Data Store: Here all the patient details are stored in database.  
 
Time Prediction: Gather all the data from different treatment task from database and apply the task for time prediction 
 
Training Subset: Construct the training subset for each task from time prediction and test dataset. 
 
Patient treatment time prediction: Apply Random Forest algorithm for test dataset. 
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V. CONCLUSION  
 

In this paper, a PTTP algorithm based on big data and the cloud environment is proposed. A random forest 
optimization algorithm is performed for the PTTP model. The queue waiting time of each treatment task is predicted 
based on the trained PTTP model. A parallel HQR system is developed, and an efficient and convenient treatment plan 
is recommended for each patient. Extensive experiments and application results show that our PTTP algorithm and 
HQR system achieve high precision and performance. Hospitals' data volumes are increasing every day. PTTP 
algorithm can reduce the influence of noisy data effectively and achieve good robustness. 
  
The hierarchical files are encrypted with an integrated access structure and the ciphertext components related to 
attributes could be shared by the files. Therefore, both ciphertext storage and time cost of encryption are saved. The 
proposed scheme has an advantage that users can decrypt all authorization files by computing secret key once. 
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