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ABSTRACT: This paper  describes  about  how clustering  algorithms  are  used  in  cloud computing.  Cloud computing 
is a big shift from the  traditional  way  business   think  about  IT resources.    Today’s   cloud   computing technology 
has been emerged to manage large data sets efficiently and due to rapid growth of data.  To perform data  mining it is 
required to merge distributed data and perform data mining algorithm on it. This document describes about How    
hierarchical    Agglomerative    algorithm used for  large  dataset and increase efficiency by executing  task in parallel 
the  result  shows that with increase in data set linear growth of execution time and finding the efficiency of the execution  
time  between  the  hierarchical clustering methods. 
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I. INTRODUCTION 
 
Cloud   Computing   is   a   very   growing  technology  now a days so that data mining is the most important thing 
and must be used in  cloud  computing  for  security, efficiency and productivity and less time consuming. Using   
contemporary   algorithms   on  cloud has proven to be lack on efficiency. It does not  support  for  large  and  
distributed database  because  the time for execution is very   large.   Cloud   has   emerged   as   a computing  
infrastructure  that enables  rapid delivery  of computing resources as a utility in    a     dynamically     scalable    
virtualized manner. Data mining has emerged as a way for identifying pattern and trends from large quantities of data. 
Simply stated data mining refers  to extracting  or “mining”  knowledge from large amounts of data. Clustering is the task 
of grouping a set of objects in such a way that objects in the same group are more similar  to each other than to 
those in other group. 
 
A  hierarchical clustering  method  works  by grouping  data  objects  into tree  of clusters. Hierarchical    clustering    
method   can   be further classified as either agglomerative  or divisive,  depending  on  whether  the hierarchical 
decomposition is formed in a bottom-up (merging) or top-down(merging) fashion. 
 
In  this  paper  we  will  focus  on Hierarchical Agglomerative bottom up merging based algorithm and suit it for 
distributed  data  set. Our aim is to increase the efficiency of agglomerative clustering algorithm as well as to make it 
suit for large data. To implement this we require the cloud computing virtualized environment. Virtualization  is  a  key  
technology  used  in data  centres  to optimize  resource. Assume data distributed among different node. By virtualization 
we create instances of each geographical distributed  node.  This bottom- up strategy starts by placing each object in 
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its own cluster and then merges these atomic clusters into larger and larger clusters, until all of the  objects  are  in a 
single cluster or until certain termination conditions are satisfied. 
 

II.LITERATURE REVIEW 
 
Today’s rapid technological development has lead to exponential growth of human needs, many aspect of human life 
increase dependent with technological change, as in the field of medical, financial even up to education. This fact 
requires HLI has to perform continuous efforts to adapt information from industries, thus graduates meet the needs of 
industry. Both educators and employers have recognized the importance of educating the professionals that design, 
develop, and deploy information systems [5]. 
 
Therefore, we can use data mining to recognize the relationship between educational institutions and industries, data 
mining application in education also called the Educational Data Mining. Educational Data Mining (EDM) is the 
process of converting data from educational systems to useful information that can use by educational software 
developers, students, teachers, parents, and other educational researchers [6]. Many study discuss EDM, also job 
opportunities in the industry for college graduates, such as data mining for needy of students based on improved RFM 
model [6], educating experienced IT professionals by addressing industry’s needs [5], jobs for young university 
graduates [8], measure the relationship between training and job performance [8]. 
 
Henchman and Archibald talk about meeting the needs of the mining engineering sector Error! Reference source not 
found., extension education to meet market demand [11], training, job satisfaction, and workplace performance 
 
[11]. Also development and application of metrics to analyze job data [13], international competitiveness, job creation 
and job destruction Error! Reference source not found, undergraduate career choice [15], constructing the search for a 
job in academia [16], students and their performance [16]. 
 
This research focuses on industrial training of the final-year students, the objective of industrial training is to 
experience and understand real life situation in industry and their related environment. Another objective is adequate to 
practice theory learned in solving real problems, in various aspects such as concept planning, design, construction and 
administration projects, focus on organizational structure, industrial training and identify the role of certain positions in 
the industry. Industrial training will perform professionalism and ethics. Clustering can use to explore information 
about real career world, job requirement for organization structure, business operation and administration functions. 
 
Clustering is concerned with grouping together objects that are similar to each other and dissimilar to the objects 
belonging to other clusters [18]. Clustered is used to group items that seem to fall naturally together [19]. Various type 
of clustering: hierarchical (nested) versus partitioned (un-nested), exclusive versus overlapping 
versus fuzzy, and complete versus partial [20]. Clustering is an unsupervised learning process that partitions data such 
that similar data items grouped together in sets referred to as clusters, this activity is important for condensing and 
identifying patterns in data [21]. 
 
Clustering techniques apply when there is no class to predict but rather when the instances divide into natural groups. 
These clusters presumably reflect some mechanism at work in the domain from which instances are drawn a 
mechanism that causes some instances to bear a stronger resemblance to each other than they do to the remaining 
instances. Clustering naturally requires different techniques to the classification and association learning methods we 
have considered so far [19]. 
 
Hierarchical clustering creates a hierarchy of clusters, which may represent in a tree structure called a dendogram. The 
root of the tree consists of a single cluster containing all observations, and the leaves correspond to individual 
observations. Algorithms for hierarchical clustering are generally either agglomerative, in which one starts at the leaves 
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and successively merges clusters together; or divisive, in which one starts at the root and recursively splits the clusters. Any valid 
metric use as a measure of similarity between pairs of observations. The choice of which clusters to merge or split is determined by a 
linkage criterion, which is a function of the pair wise distances between observations [wikipedia]. 
 
Agglomerative clustering starts with N clusters, each of which includes exactly one data point. A series of merge operations then 
followed, that eventually forces all objects into the same group [22]. Hierarchical algorithms find successive clusters using 
previously established clusters. These algorithms can be either agglomerative ("bottom-up") or divisive ("top-down"). 
Agglomerative algorithms begin with each element as a separate cluster and merge them into successively larger clusters. Divisive 
algorithms begin with the whole set and proceed to divide it into successively smaller clusters. 
 

III. AN EFFICIENT MODEL OF AGGLOMERATIVE CLUSTERING TECHNIQUES 
 
It has  been argued that to perform effectively on large databases, the algorithm does not require the database scan more than once. 
It can able to provide “best “answer so far,  be  suspendable,  stoppable  and resemble. The   hierarchical   clustering algorithm  is  
mostly  used  for  small dataset but in this  paper  we are making it suite to large dataset. We will divide in to two tasks   
 Microclustering  stage 
 Macroclustering stage. 
 
As shown in Fig 1. Hierarchical Agglomerative  Clustering will perform three layers in cloud computing. 
 
A.       Apply Virtual K Me an 
 
Layer  1: In this layer data from a various geographical distributed dataset are loaded into    individual    virtualized    node.    Then 
apply  virtual  k  mean  algorithm  on  each node it will form a K number of cluster on individual node.  This  output  will be stored on 
separate file created at individual node. Thus macroclustering occurs at this layer 
 
B.       Merging File s 
 
Layer2: In this layer the stored output files which consist of   k-centroid and cluster are merging into single file called Master file. If 
any  error  or  normalization  problem means that will be solved on this master file alone. This master file will contain the data 
which are cluster analysis and outlier analysis free. 
 

 
 

Fig. 1. Design 
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C. Hierarchical Agglomerative Clustering 
 
Layer   3:  In  this  layer  on  the  outputted master file apply Hierarchical agglomerative clustering  algorithm.  The  
output  will be  in the form of dendogram macroclustering will be occurs in this layer. 
D.         Algorithm 
Step 1: Define the number of nodes N it must be equal to geographical distributed  dataset. 
 
Step  2: Apply k-mean  clustering  algorithm  on each node separately. 
 
Step 3: The output will be each file consists of k  number  of  centroid  and  respective  cluster stored in separate files. 
 
Step 4: Now Merge separated files in to single master file. Thus single master file consist of (k 
* n) of centroid. 
 
Step 5: Perform normalization on master file to reduce error by outlier and cluster analysis. 
 
Step 6: Apply Hierarchical Agglomerative Clustering  algorithm  on master  file  which will output dendogram as shown 
in below Fig. 2. 
 
Thus  in  Fig.  2  A,  B,  C,  D  and  E represent centroid and data cluster represent the cluster formed by grouping data 
objects using k mean algorithm. 
 
 

 
Fig 2 : dendogram 

The main difference between the normal algorithm  and  modified  is as  shown in output figure2. The HAC has 
A,B,C,D and E represent individual cluster while modified algorithm represents central centroid of data cluster generated 
by k mean algorithm. Thus this modification  provides  us  with  following benefits: 
 
1) We will be able to use Hierarchical Agglomerative    clustering    algorithm    for large set of data. 
 
2)  The efficiency of the algorithm has been increase due to performing macroclustering on large  data  set  followed by 
microclustering   on   outputed   centroid   of data cluster. 
 
3)   Parallelism of task reduce the time required for execution. 
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IV. IMPLEMENTATION OF HAC 
 

The implementation of the above concept in cloud  architecture  requires  master  and  slave node.  For  master  and  
slave  architecture  we have  used MIT’s  StarCluster  platform  whose logical structure  is shown in Fig. 3. StarCluster 
creates  Amazon  EC2 instance for master and all the nodes. It enables SSH access between them the memory blocks 
between them are shared by NFS. 
 
The nodes have MySQL and Java pre- installed. The data sets have been stored in MySQL  and the  modified  
algorithm  has  been written in JAVA. 
 
On the master node, we execute commands on the nodes by using SSH to ensure that the commands  are  run  in a  
parallel manner.  We pass  the  commands  to the  sub of Sun Grid Engine. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Logical St ructure 
 

The k-mean algorithm gets executed on each slave   node.   Thus   the   task  required   to  be executed  by  layer  1  
shown  in  Fig.  1  gets executed at slave node. The result of virtual k- mean  from  each  node  is  transferred  to  the 
master node. After normalizing the result HAC algorithm  is  run  on  the  master  to  obtain  the final  results.  The  
sample  algorithm  for executing   Hierarchical   Agglomerative clustering   is   shown   in   Fig.   4.   Thus   task required 
to be executed by layer 2 and layer 3 shown in Fig. 1 gets executed at master node. 
 

 
Fig.   4.  Samp l e   cod e   for   HAC    algo ri t h m 

 
V.RESULT ANALYSIS 

 
We  have  applied  the  modified  HAC algorithm on sample market database having attributes weight and ph. To 
compare its efficiency  we  have executed with variation of nodes. The total number of data mined are number of 
nodes*number of rows in each node. Thus as nodes increase the data also increases but   doesn’t   deteriorate   the  
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performance   as shown in Fig.  5.  There  is a linear increase in time required for execution. With quadratic increase  
in data  across cloud environment the time required for execution increases linearly. Hence efficiency of the modified 
algorithm has been increase greatly by parallelism of task on cloud based architecture. 
 

 
 

Fig. 5. Result analysis 
 

VI.CONCLUSION AND FUTURE WORK 
 

Cloud computing often referred to as simply “the cloud” is the delivery of on-demand computing  resources.  It has  the  
advantages  of scalability,  reliability,  availability,  pay  per  use and etc. Modifying Agglomerative Clustering algorithm  is  
used to handle  a  large  dataset  as well as increase the efficiency of the algorithm as well as take less time for an 
execution process So that the HAC algorithm is used for cloud computing to get a data efficiency. In future purpose  we  
can compare  the  cloud computing with map reduce framework to get the best effectiveness. 
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