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ABSTRACT: Local binary pattern (LBP) is widely adopted for efficient image feature description and simplicity. To 
describe the color images, it is required to combine the LBPs from each channel of the image. The traditional way of 
binary combination is to simply concatenate the LBPs from each channel, but it increases the dimensionality of the 
pattern. In order to cope with this problem, this paper proposes a novel method for image description with multichannel 
decoded local binary patterns. We introduce adder and decoder based two schemas for the combination of the LBPs 
from more than one channel. We incorporate ring partition to image retrieval for enhancing rotation robustness. As ring 
partition is unrelated to image rotation, the statistical features that are extracted from image rings in perceptually 
uniform color space, are rotation invariant and stable. Image retrieval experiments are performed to observe the 
effectiveness of the proposed approaches and compared with the existing ways of multichannel techniques. The 
experiments are performed over twelve benchmark natural scene and color texture image databases. It is observed that 
the introduced multichannel adder and decoder based local binary patterns significantly improves the retrieval 
performance over each database and outperforms the other multichannel based approaches in terms of the average 
retrieval precision and average retrieval rate. 
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I. INTRODUCTION 
 

Image indexing and retrieval is demanding more and more attention due to its rapid growth in many places. Image 
retrieval has several applications such as in object recognition, biomedical, agriculture, etc. [1]. The aim of Content 
Based Image Retrieval (CBIR) is to extract the similar images of a given image from huge databases by matching a 
given query image with the images of the database. Matching of two images is facilitated by the matching of actually 
its feature descriptors (i.e. image signatures). It means the performance of any image retrieval system heavily depends 
upon the image feature descriptors being matched [2]. Color, texture, shape, gradient, etc. are the basic type of features 
to describe the image [2, 3, 4]. Texture based image feature description is very common in the research community. 
Recently, local pattern based descriptors have been used for the purpose of image feature description. Local binary 
pattern (LBP) [5, 6] has extensively gained the popularity due to its simplicity and effectiveness in several applications. 
A recent trend of CBIR has been efficient search and retrieval for large-scale datasets using hashing and binary coding 
techniques. Various methods proposed recently for the large scale image hashing for efficient image search such as 
Multiview Alignment Hashing (MAH), Neighborhood Discriminant Hashing (NDH), Evolutionary Compact 
Embedding (ECE) and unsupervised bilinear local hashing (UBLH). These methods can be used with the high 
discriminative descriptors to improve the efficiency of image search. These approaches are introduced basically for 
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gray images, in other words only for one channel and performed well but most of the times in real cases the natural 
color images are required to be characterize which are having multiple channel.   
A performance evaluating of color descriptors such as color SIFT (we have termed mSIFT for color SIFT in this paper), 
Opponent SIFT, etc. are made for object and scene Recognition. These descriptors first find the regions in the image 
using region detectors, then compute the descriptor over each region and finally the descriptor is formed by using bag-
of-words (BoW) model. Researchers are also working to upgrade the BoW model.Another interesting descriptor is 
GIST which is basically a holistic representation of features and has gained wider publicity due its high discriminative 
ability. In order to encode the region based descriptors into a single descriptor, a vector locally aggregated descriptors 
(VLAD) has been proposed in the literature . 
Paper is organized as follows. Section II describes multichannel  feature extraction approaches.The flow diagram 
represents the step of the algorithm.Section III describes the proposed system with the flowchart of the workflow. 
Section IV presents experimental results showing results of images tested. Finally, Section V presents conclusion. 

II. RELATED WORK 
 
A recent trend of CBIR has been efficient search and retrieval for large-scale datasets using hashing and binary 

coding techniques. Various methods proposed recently for the large scale image hashing for efficient image search such 
as Multiview Alignment Hashing (MAH) , Neighborhood Discriminant Hashing (NDH) , Evolutionary Compact 
Embedding (ECE) and unsupervised bilinear local hashing (UBLH). These methods can be used with the high 
discriminative descriptors to improve the efficiency of image search.  

 
Fig. 1. Illustration of four types of the multichannel feature extraction technique using two input channels, (a) Each channel is quantized and 
merged to form a single channel and then descriptor is computed over it, (b) Binary patterns extracted over each channel are concatenated to form a 
single binary pattern and then histogram is computed over it, obviously this mechanism results the high dimensional feature vector, (c) Histograms 
of binary patterns extracted over each channel are conc atenated to from the final feature vector, obviously the mutual information among each is 
not utilized, and (d) Binary patterns extracted over each channel are converted into other binary patterns using some processing and finally 
histogram of generated binary patterns are concatenated to form the final feature vector 

 
To describe the color images using local patterns, several researchers adopted the multichannel  feature extraction 
approaches. These techniques can be classified in five categories. The first category as shown in Fig. 1(a) first 
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quantizes each channel then merges each quantized channel to form a single channel and form the feature vector over 
it. The major drawback of this category is the loss of information in the process of quantization. The second category 
simply concatenates the binary patterns of each channel into the single one as depicted in  the Fig. 1(b). The 
dimension of the final descriptor is very high and not suited for the real time computer vision applications. In the third 
category (see Fig. 1(c)), the histograms are computed for each channel independently and finally aggregated to form 
the feature descriptor. 
Heng et al. computed the multiple types of LBP patterns over multiple channels of the image such as Cr, Cb, Gray, 
Low pass and High pass channels and concatenated the histograms of all LBPs to form the single feature descriptor. 
To reduce the dimension of the feature descriptor, they selected some features from the histograms of LBPs using 
shrink boost method. The main problem with these approaches is that the discriminative ability is not much improved 
because these methods have not utilized the inter channel information of the images very efficiently. In order to 
overcome the drawback of the third category, the fourth category comes into the picture where some of bits of the 
binary patterns of two channels are transformed and then the rest of the histogram computation and concatenation 
takes place over the transformed binary patterns as portrayed in the Fig. 1(d). . In this method, the problem arises 
when more than two channels are required to model, then the author suggested to apply the same mechanism over 
each combination of two channels which in turn increases the computational cost of the descriptor. In furtherance of 
solving the above mentioned problems  of multichannel based feature descriptors, we generalized the 4th category of 
multichannel based descriptors where any number of channels can be used simultaneously for the transformation. In 
this scheme a transformation function is used to encode the relationship among the local binary patterns of channels. 
We proposed two new approaches of this category in this paper, where transformation is done on the basis of adder 
and decoder concepts. The Local Binary Pattern [6] is used in conjunction with our methods as the feature description 
over each Red, Green and Blue channel of the image. Consider the case of color LBP, where simply the LBP 
histogram over each Channel are just concatenated, there is no cross-channel cooccurrence information, whereas, if 
we want to preserve the cross-channel co-occurrence information then the dimension of the final descriptor will be too 
high. So, in order to capture the cross-channel co-occurrence information to some extent, we proposed the adder and 
decoder based method with lower dimensions. Moreover, the joint information of each channel is captured in each of 
the output channels of adder and decoder before the computation of the histogram. 

III. MULTICHANNEL DECODED LOCAL BINARY PATTERNS WITH RING PARTITION 
 

In this section, we proposed two multichannel decoded local binary pattern approaches namely multichannel adder 
based local binary pattern (maLBP) and multichannel decoder based local binary pattern (maLBP) to utilize the local 
binary pattern information of multiple channels in efficient manners. 
Total ܿ + 1 and 2ܿ number of output channels are generated by using multichannel adder and decoder respectively from 
ܿ number of input channels for ܿ ≥ 2.  Let ݐܫ is the ݐݐℎ channel of any image ܫ of size ݒ × ݑ × ܿ, where [,1]∋ݐ  andܿ is the 
total number of channels. If the ܰneighbors equally-spaced at radius  R of any pixel ܫt(ݕ,ݔ) for [ݑ,1]∋ݔ  and [ݒ,1]∋ݕ are 
defined as (ݕ,ݔ)݊ݐܫ , where ݊∈[1,ܰ] . Then, according to the definition of the Local Binary Pattern (LBP) , a local 
binary pattern LBPt(x,y) for a particular pixel (ݕ,ݔ) in ݐݐℎ channel is generated by computing a binary value (ݕ,ݔ)݊ݐܲܤܮ  
given by the following equation, 

ܤܮ																								 ௧ܲ(ݔ, (ݕ =  ܤܮ ௧ܲ
(ݔ, (ݕ × ℱ

ே

ୀଵ
																																																																																																																				(1) 

Where, 

ܤܮ																														 ௧ܲ
(ݔ, (ݕ = ൜1, ,ݔ)௧ܫ (ݕ ≥ (ݕ,ݔ)௧ܫ

0, ݁ݏ݅ݓݎℎ݁ݐܱ 																																																																																																									(2) 

and݂݊ is a weighting function defined by the following equation, 
                             ݂݊ = (2)(݊−1),    ∀݊∈ [1,ܰ]                                                                                                       (3) 
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Fig. 2. The flowchart of computation of multichannel adder based local binary pattern feature vector and multichannel decoder based local binary 

pattern feature vector. 
 

The process of computation of ݉ܽܲܤܮ and mdLBP feature descriptor of an image is illustrated in Fig.2 with the help 
of a schematic diagram. In this diagram, Red, Green and Blue channels of the image are considered as the three input 
channels. Thus, four and eight output channels are produced by the adder and decoder respectively 

We have set of ܰ binary values (ݕ,ݔ)ܲܤܮ  for a particular pixel(ݕ,ݔ)  corresponding to each neighbor(ݕ,ݔ)݊ݐܫ 
of ݐݐℎ channel. Now we apply the proposed concept of multichannel LBP adder and multichannel LBP decoder by 
considering [ܿ,1]∋ݐ∀| (ݕ,ݔ)݊ݐܲܤܮ  as the ܿ input channels.  Let, the multichannel adder based local binary patterns 
 are the outputs of the  (ݕ,x)2݊ݐܲܤܮ݀݉ and multichannel decoder based local binary patterns  (,ݔ)1݊ݐܲܤܮܽ݉
multichannel LBP adder and multichannel LBP decoder respectively, where [1 + ܿ,1] ∋ 1ݐ and [1,2ܿ] ∋ 2ݐ. Note that 
the values of (,ݔ)݊ݐܲܤܮ  are in the binary form (i.e. either 0 or 1). Thus, the  values of 
 (ݕ,ݔ)݊ܯܽ݉ are also in the binary form generated from the multichannel adder map(ݕ,x)2݊ݐܲܤܮand݉݀(,ݔ)1݊ݐܲܤܮܽ݉
and multichannel decoder map ݉݀(ݕ,ݔ)݊ܯ respectively corresponding to the each neighbor݊ of pixel (ݕ,ݔ). 
 

 
Fig. 3  The local neighbors of a center pixel 
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Mathematically, the ݉ܽM(ݕ,ݔ) and ݉݀(ݕ,ݔ)݊ܯ are defined as, 

,ݔ)ܯܽ݉															 (ݕ =  ܤܮ ௧ܲ
(ݔ, (4)																																																																																																																																						(ݕ



௧ୀଵ
 

(ݕ,ݔ)ܯ݀݉														 =  2(ି௧)ܤܮ ௧ܲ
(ݕ,ݔ)																																																																																																																											(5)



௧ୀଵ
 

We denote (ݕ,ݔ)݊ݐܲܤܮ  for ∀݊∈ 1,ܰ  and ∀[ܿ,1]∋ݐ  by input patterns, ݉ܽ(ݕ,ݔ)1݊ݐܲܤܮ  for ∀݊∈[1,ܰ]  and ∀[1 + ܿ,1]∋ 1ݐ  
by adder patterns and ݉݀(ݕ,ݔ)2݊ݐܲܤܮ  for ∀݊∈[1,ܰ]  and ∀[1,2ܿ]∋ 2ݐ  by decoder patterns respectively.  The 
multichannel adder based local binary pattern ݉ܽ(ݕ,ݔ)1݊ݐܲܤܮ  for pixel  ݕ,ݔ  from multichannel adder map ݉ܽ(ݕ,ݔ)݊ܯ 
and 1ݐ is defined as, 

ܤܮܽ݉																			 ௧ܲଵ
 (ݕ,ݔ) = ൜1, ,ݔ)ܯ݂ܽ݉݅ (ݕ = −1ݐ) 1)

0, ݁ݏ݅ݓݎℎ݁ݐܱ                                                                                           (6) 

for∀[1 + ܿ,1] ∋ 1ݐ and ∀݊∈[1,ܰ] 
Similarly, the multichannel decoder based local binary pattern ݉݀(,ݔ)2݊ݐܲܤܮfor pixel  (ݕ,ݔ)  from 

multichannel decoder map ݉݀(ݕ,ݔ)݊ܯ and 2ݐ can be computed as, 

ܤܮ݀݉																 ௧ܲଶ
 (ݕ,ݔ) = ൜1, (ݕ,ݔ)ܯ݂݀݉݅ = −2ݐ) 1)

0, ݁ݏ݅ݓݎℎ݁ݐܱ 																																																																																															(7) 

 For  ∀[1,2ܿ] ∋ 2ݐ and ∀݊∈[1,ܰ] . 

The multichannel adder based local binary patterns (݉ܽ[1 + ܿ,1] ∋ 1ݐ∀|  (,ݔ)1݊ݐܲܤܮ) for the center pixel  (ݕ,ݔ)  is 
computed using ݉ܽ(ݕ,ݔ)1݊ݐܲܤܮ  in the following manner,  
ܤܮܽ݉																			 ௧ܲଵ(ݕ,ݔ) = ∑ ܤܮܽ݉ ௧ܲଵ

 (ݕ,ݔ) × ℱே
ୀଵ                                                                                                 (8) 

and multichannel decoder based local binary patterns (݉݀[1,2ܿ] ∋ 2ݐ∀ |  (ݕ,ݔ)2݊ݐܲܤܮ is computed for the center pixel  
 ,using the following equation  (ݕ,ݔ)2݊ݐܲܤܮ݀݉ from  ݕ,ݔ

ܤܮ݀݉																 ௧ܲଶ(ݔ, (ݕ =  ܤܮ݀݉ ௧ܲଶ
 ,ݔ) (ݕ × ℱ 																																																																																																												(9)

ே

ୀଵ
 

where݂݊ is a weighting function defined in (3). 
The feature vector (i.e. histogram) of ݐ1ݐℎ output channel of the adder (i.e. ݉ܽ1ݐܲܤܮ) is computed using the 

following equation, 

																			ℋ୫ୟ౪భ(ζ) =
1

(u − 2R)(v− 2R)
  ξ(maLBP୲ଵ(x, y), ζ)																																																																	(10)

୴ିୖ

୷ୀୖାଵ

୳ିୖ

୶ୀୖାଵ

 

for∀[1 − 0,2ܰ] ∋ߞ and ∀[1 + ܿ,1] ∋ 1ݐ, where, ݒ × ݑ is the dimension of the input image ܫ (i.e. total number of pixels) 
and (2ߜ,1ߜ)ߦ  is a function and given as follows, 

																					ξ(δଵ, δଶ) = ൜1, ݂݅δଵ = δଶ
0, ݁ݏ݈݁ 																																																																																																																																(11) 

Similarly, the feature vector of ݐ2ݐℎ output channel of the decoder (i.e. ݉݀2ݐܲܤܮ) is computed as follows, 
 

																					ℋ୫ୟ౪మ(ζ) =
1

(u− 2R)(v − 2R)
  ξ(mdLBP୲ଶ(x, y), ζ)																																																														(12)

୴ିୖ

୷ୀୖାଵ

୳ିୖ

୶ୀୖାଵ

 

for∀[1 − 0,2ܰ] ∋ߞ and ∀[1,2ܿ]∋ 2ݐ . 
The final feature vector of multichannel adder based LBP and multichannel decoder based LBP are given by 

concatenating the histograms of ݉ܽݏܲܤܮ and ݉݀ݏܲܤܮ over each output channel respectively and given as, 

																maLBP =
1

c + 1
[ℋ୫ୟభ ,ℋ୫ୟమ , … . . ,ℋ୫ୟౙశభ]																																																																																			(13) 

														mdLBP =
1
2ୡ
ൣℋ୫ୢభ ,ℋ୫ୢమ , … . . ,ℋ୫ୢమౙ൧																																																																																											(14) 
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IV. EXPERIMENTAL RESULTS 

The basic aim of distance measures is to find out the similarity between the feature vectors of two images. Six types 
of distances used in this paper  are as follows: 1) Euclidean distance, 2) L1 or Manhattan distance, 3) Canberra distance, 
4) Chi-square (Chisq) or χ2 distance, 5) Cosine distance, and 6) D1 distance.  
In content based image retrieval, the main task is to find most similar images of a query image in the whole database. 
We used each image of any database as a query image and retrieved NR most similar images. We used Precision and 
Recall curves to represent the effectiveness of proposed descriptor. For a particular database, the average retrieval 
precision (ARP) and average retrieval rate (ARR) are given as follows, 

																										ARP =
∑ AP(i)ℂ
୧ୀଵ

ℂ ܴܴܣ					& =
∑ AR(i)ℂ
୧ୀଵ

ℂ 																																																																																																				(15) 
Where ℂ is the total number of categories in that database, ܲܣ and ܴܣ are the average precision and average recall 
respectively for a particular category of that database and defined as follows for ith category, 

																								AP(i) =
∑ Pr(j)ℂ୧
୨ୀଵ

ℂi (i)ܴܣ					& =
∑ Re(j)ℂ୧
୨ୀଵ

ℂi 											∀	i	 ∈ [1,ℂ]																																																															(16) 
 
Where ℂ݅ is the number of images in the ith category of that database, Pr and Re are the precision and recall for 

a query image and defined by the following equation, 

																										Pr(k) =
NS
NR &					ܴ݁(k) =

NS
ND 											∀	k	 ∈

[1,ℂj]																																																																																				(17) 
 
where NS is the number of retrieved similar images, NR is the number of retrieved images, and ND is the number of 
similar images in the whole database. 

Table I 
ARP(%) Using different distance  measures 

 

We performed an experiment to investigate that which distance measure is better suited for the proposed scheme. We 
compared the performance of image retrieval in terms of the average precision rate (ARP) in percentage using 
Euclidean, L1, Canberra, Chi-square (߯2), Cosine and D1 distance measures and shown the results in Table I for 10 
numbers of retrieved images. All distance measures are evaluated for the introduced methods maLBP and mdLBP as 
well as existing methods LBP, cLBP, mscLBP, and mCENTRIST. Note that three color channels Red (R), Green (G) 
and Blue (B) are used to find the proposed descriptors for this experiment. The ARP of each LBP, cLBP, mscLBP, and 
mCENTRIST is better with ߯2 distance over two databases, whereas it is better over each database for maLBP and 
mdLBP. From the results of this experiment, it is drawn that ߯2 distance measure is better suited with the introduced 
concept of multichannel decoded patterns for image retrieval. It is also noticed that this distance is better suited for 
remaining descriptors also in most of the cases. In the rest of the results of this paper ߯2 distance measure will be used 
to find the dissimilarity between two descriptors. 
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V. CONCLUSION  
 

We have proposed a robust image retrieval with ring partition  which has good rotation robustness and reaches a 
desirable discrimination. Since ring partition is unrelated to image rotation, our ring-based statistical features, extracted 
from the RGB color space, are rotation-invariant and stable. This leads to that our retrieval can resist image rotation 
with any angle. 
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