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ABSTRACT: Data mining applications are necessity in healthcare today, because healthcare sectors have rich 
information. Healthcare data includes Patient general data, treatment data, and resource management data. Data Mining 
can extract hidden relationships and trends in data can be discovered from the application of data mining techniques. In 
this research, using classification technique of 1024 complete instances of 26 parameter dataset. These datasets are 
collected from more peoples from various districts. To increase the efficiency of mining process, some pre-processing 
needs to be done to the data. A suitable technique for a particular dataset is chosen based on highest classification 
accuracy and least error rate. This paper aims at finding solution to predict the Diabetes by analyzing the data through 
Classification analysis. The research hopes to propose an easy and efficient technique of Prediction of the Diabetes 
patients. 
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I. INTRODUCTION 

 
Diabetes is most dangerous disease in the 21st century in the world. Diabetes is affected the human life time. 

Diabetes is unique in case of mothers because the disease is transmitted to their unborn children. Diabetes may develop 
serious complications such as heart diseases, Strokes, blindness, Premature Death, and kidney failure. This paper aims 
to propose an easy and efficient technique of Prediction of the Diabetes patients. 

Basically a person is may be suffered from diabetes, when blood sugar levels are above normal. A diabetic 
patient has low production of insulin or their body is not able to use the insulin properly. There are three types of 
diabetes, Type 1, Type 2 and Gestational [1]. Type 1 – Diabetes was previously called “Insulin-Dependent Diabetes 
Mellitus” or “Juvenile-Onset Diabetes”. Although disease can occur at any age, the peak age for diagnosis is in young 
age of below 20. Type1 diabetes develops when the cells that produce the hormone insulin, known as the beta cells, in 
the pancreas are destroyed. Type1 diabetes accounts for approximately 5% of all diagnosed cases of diabetes. Type 2 - 
Diabetes was previously called non–insulin-dependent diabetes or adult-onset diabetes because the peak age of 
onset is usually later than type 1 diabetes. Type2 diabetes accounts for about 90% to 95% of all diagnosed cases of 
diabetes.  Gestational - Diabetes tends to occur in pregnant women, as the pancreas don’t make sufficient amount of 
insulin. All these types of diabetes need treatment and if they are detected at an early state, one can avoid the 
complications associated with them [3]. 
  Now a day, large amount of information is collected from the rural and urban peoples in the form of patient 
records.  Data mining is the term used to describe the process of extracting value from a database [2]. Knowledge 
discovery for predictive purposes is done through data mining, which is an analysis technique that helps in proposing 
inferences. This method helps in decision-making through algorithms from large amounts of data. Data mining 
techniques can be applied to help the patient in detection of diabetes at an early stage and treatment, which may help in 
avoiding complications [7]. 

http://www.ijirset.com


 

  
 
                          ISSN(Online): 2319-8753 
                        ISSN (Print):  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Website: www.ijirset.com  

Vol. 6, Issue 7, July 2017 

Copyright to IJIRSET                                                       DOI:10.15680/IJIRSET.2017.0607266                                              14482 

    

In this paper, Decision Tree algorithm has been employed on a pre-existential dataset to predict whether diabetes is 
recorded or not in a patient. The main objectives of this work is present a Decision Tree for diabetes prediction.  

 
II. OVERVIEW OF DIABETES 

 
2.1. Diabetes 

Diabetes is a condition in which our body is unable to produce the required amount of insulin needed to regulate the 
amount of sugar in the body. Diabetes is a disease that occurs when the insulin production in the body. There are three types of 
diabetes, Type 1, Type 2 and Gestational.  
 
2.2. Types of Diabetes 

The three main types of diabetes are described below: 
1. Type 1 – Though there are only about 10% of diabetes patients have this form of diabetes, recently, there has been a rise in the 

number of cases of this type in the United States. The disease manifest as an autoimmune disease occurring at a very young age 
of below 20 years hence also called juvenile-onset diabetes. In this type of diabetes, the pancreatic cells that produce insulin 
have been destroyed by the defense system of the body. Injections of insulin along with frequent blood tests and dietary 
restrictions have to be followed by patients suffering from Type 1 diabetes. 
 

2. Type 2 – This type accounts for almost 90% of the diabetes cases and commonly called the adult-onset diabetes or the non-
insulin dependent diabetes. In this case the various organs of the body become insulin resistant, and this increases the demand 
for insulin. At this point, pancreas doesn’t make the required amount of insulin. To keep this type of diabetes at bay, the 
patients have to follow a strict diet, exercise routine and keep track of the blood glucose. Obesity, being overweight, being 
physically inactive can lead to type 2 diabetes. Also with ageing, the risk of developing diabetes is considered to be more. 
Majority of the Type 2 diabetes patients have border line diabetes or the Pre-Diabetes, a condition where the blood glucose 
levels are higher than normal but not as high as a diabetic patient. 
 

3. Gestational diabetes – is a type of diabetes that tends to occur in pregnant women due to the high sugar levels as the pancreas 
don’t produce sufficient amount of insulin. Taking no treatment can lead to complications during childbirth. Controlling the diet 
and taking insulin can control this form of diabetes. 

 
All these types of diabetes are serious and need treatment and if they are detected at an early state, one can avoid the complications 
associated with them. 
 
2.3 Symptoms for Diabetes 

 
The common symptoms of a person suffering from diabetes are: 

• Polyuria  - frequent urination 
• Polyphagia - excessive hunger 
• Polydipsia  - excessive thirst 
• blurred vision 
• Weight gain or loss and etc. 
 

III. RELATED WORK 
 
Design of prediction models for diabetes diagnosis has been an active research area for the past decade. Most 

of the models found in literature are based on clustering algorithms and artificial neural networks. 
 

A study conducted in [5] intended to discover the hidden knowledge from a particular dataset to improve the 
quality of health care for diabetic patients. In [6] the authors have employed three techniques namely: EM algorithm, 
H-means+ clustering and Genetic Algorithm, for the classification of the diabetic patients. The performance for H-
means+ proved to be better than others when all the similar symptoms were grouped into clusters using these 
algorithms. In [4] Fuzzy Ant Colony Optimization was used on the Pima Indian Diabetes dataset to find set of rules for 
the diabetes diagnosis. 
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The paper [8] approached the aim of diagnoses by using artificial neural networks and demonstrated the need 
for preprocessing and replacing missing values in the dataset being considered. Through the modified training set, a 
better accuracy was achieved with lesser time required for training the set. Finally in [9] a neural network model for 
prediction of diabetes based on 13 early symptoms of the disease was created with implementation using MATLAB. 
 

In all the related work analytical techniques have been employed to produce reliable results but generally the 
methods is time consuming since most employed a weighted approach. 
 

Hence, there is a requirement of a model that can be developed easily providing reliable, faster and cost 
effective methods to provide information of the probability of a patient to have diabetes. In this work is made to 
analyze the diabetes parameters and to establish a Decision Tree approach.  

 
IV. OVERVIEW OF METHODOLOGIES 

  
 The present work intends to create a mining model based on classification algorithms in order to provide a 
simpler solution to the problem of diagnosis of diabetes.  
4.1. Decision Trees 

Decision tree [2] is a tree structure, which is in the hierarchical form of a flowchart. It is used as a method for 
classification and prediction with representation using nodes. The root and internal nodes are the test cases that are used 
to separate the instances with different features. Internal nodes themselves are the result of attribute test cases. Leaf 
nodes denote the class variable.  

 
Figure 1. Shows a sample decision tree structure 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Decision tree provides a powerful technique for classification and prediction in Diabetes Diagnosis problem. 

Various decision tree algorithms are available to classify the data, including MLP, C4.5, BayesNet, J48, CART and 
FLP. In this paper, J48 decision tree algorithm [10] has been chosen to establish the model.  
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V. METHODOLOGIES 
5.1. Dataset Description and Pre-Processing 
 
The paper explores the aspect of Decision Tree as Data Mining techniques in determining diabetes. The main 

objective is to forecast if the patient has been affected by diabetes using the data mining tools by using the MV dataset. 
This dataset contain 1024 complete instances of 26 Parameter. MV dataset was collected more peoples from various 
district using Questioners. 

 
Table1. Shows a brief description of the dataset that is being considered. 

 
Dataset No. of Attributes No. of Instances 

MV 26 1024 

 
Table 2. Attribute Description. 

 
Attribute Values 

Age 1.20-30,2.31-40,3.41-50,4.Above 50 
Sex  1. Male, 2. Female   
Marital status  1.Married,2.Single,3.Widowed, 4.Divorced 
Nature of works 1.Physical,2.Mental,3.Both 

occupation 1.Govt.2.Private,3.Business,4.Student, 
5.Other 

Working Environment 1. City, 2. Village 
Working hour 1.6hrs, 2.8hrs, 3.>8hrs 
Job Satisfaction 1. Yes, 2. No 
Smoking 1. Yes, 2. No 
Alcohol 1. Yes, 2. No 
Tobacco 1. Yes, 2. No 
Food 1. Veg., 2.NV, 3. Both 
Water 1. Normal, 2. R.O, 3. Well, 4. All 
Affected Age 1.20-30,2.31-40,3.41-50,4.Above 50 
Diabetes 1. Yes, 2. No 
Heart disease 1. Yes, 2. No 
Kidney failure 1. Yes, 2. No 
Giddiness  1. Yes, 2. No 
 Stroke  1. Yes, 2. No 
Exercise 1. Yes, 2. No 
 Treatment 1. Yes, 2. No 
 High BP 1. Yes, 2. No 
 Blood Urea 1.20-40mg, 2.Less than, 3. Greater than 
 Blood Sugar After Food 1.80-140mg, 2.Less than, 3. Greater than 
 Blood Sugar Before Food  1.70-110mg, 2.Less than, 3. Greater than 
Weight 1.30-50,2.51-70,3.71-90,4.Above 90 
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Pre-processing and transformation of the dataset are done. 
Transformation steps include: 

• Replacing missing values, and 
• Normalization of values. 

 
Table 3. Sample MV Dataset values 

3 1 1 1 2 1 1 1 1 1 2 3 2 -5 2 2 2 2 2 1 2 2 -5 -5 -5 3 
4 1 1 1 2 1 2 1 1 1 1 3 2 3 2 2 2 1 2 2 1 2 -5 -5 -5 4 
3 2 1 1 2 1 2 1 2 2 2 1 2 3 2 1 2 1 2 2 1 2 -5 -5 -5 4 
3 1 1 1 2 1 2 1 2 1 1 3 1 3 2 1 2 2 1 2 1 2 -5 -5 -5 2 
4 2 1 2 2 2 2 2 2 2 2 3 1 2 1 2 2 2 2 2 1 1 1 2 1 4 
2 1 1 2 2 1 2 2 1 1 2 3 2 2 1 2 2 1 2 2 1 1 1 2 2 3 
1 1 1 1 2 1 1 1 2 1 2 3 2 -5 2 2 2 2 2 1 2 2 -5 -5 -5 2 
2 1 1 2 2 1 2 2 1 2 2 2 2 2 1 2 2 1 2 2 1 1 1 2 2 3 
3 1 1 2 2 1 2 2 1 1 2 1 2 2 1 2 2 2 2 2 1 1 1 2 2 2 
3 1 1 2 2 1 2 2 1 1 1 3 2 2 2 2 2 1 2 1 1 2 -5 -5 -5 3 
1 2 1 2 2 1 1 1 2 2 2 2 2 -5 2 2 2 2 2 1 2 2 -5 -5 -5 4 
2 1 1 2 2 1 2 2 1 1 2 3 2 2 1 2 2 1 2 2 1 1 1 2 2 4 
3 1 1 2 2 1 3 2 2 1 2 2 2 2 1 2 2 1 2 2 2 1 1 2 2 2 
2 1 1 2 2 1 2 2 1 1 2 3 2 2 1 2 2 2 2 2 1 1 1 2 2 4 
3 1 1 1 2 1 1 1 1 1 2 2 2 -5 2 2 2 2 2 1 2 2 -5 -5 -5 3 
3 1 1 2 2 1 2 2 1 1 2 3 2 2 1 2 2 1 2 2 1 1 1 2 2 2 
2 1 1 2 2 1 2 2 2 1 2 2 2 2 1 2 2 1 2 1 1 1 1 2 2 3 
3 1 1 1 2 1 2 1 2 1 1 2 1 3 2 1 2 2 1 2 1 2 -5 -5 -5 2 
2 1 1 2 2 1 2 2 1 1 2 1 2 2 2 2 2 1 2 2 1 2 -5 -5 -5 3 
2 2 1 2 2 1 3 2 2 2 1 2 2 2 1 2 2 1 2 2 1 1 1 2 2 4 
2 1 1 2 2 1 3 2 1 2 2 2 2 2 1 2 2 2 2 2 2 1 1 2 2 4 
3 1 1 2 2 1 2 2 1 1 2 2 2 2 1 2 2 1 2 2 1 1 1 2 2 2 
2 1 1 2 2 1 3 2 1 1 2 2 2 2 1 2 2 1 2 1 1 1 1 2 2 4 
2 1 1 2 2 1 3 2 1 2 2 2 2 2 1 2 2 1 2 2 1 1 1 2 2 3 
1 1 1 2 2 1 1 2 2 1 2 2 2 -5 2 2 2 2 2 1 2 2 -5 -5 -5 2 
2 1 1 2 2 1 2 2 1 1 2 2 2 2 1 2 2 2 2 2 1 1 1 2 2 3 

 
Using MV dataset to find out the distribution of the diabetes parameter instances, this diabetes parameter has 

either 1 or 2. If it is 1 means, he/she affected with diabetes. If it is 2 means, he /she not affected with diabetes. 
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Figure. 2 show the distribution of the diabetes class attribute in the dataset. 
 
MV dataset there are 1024 instances are available, among these instances only 272 persons are affected by 

diabetes and remaining 752 peoples are not affected by diabetes. 
 

VI. RESULTS AND ANALYSIS 
 

6.1 J48 Decision Tree 
 

J48 can be used for classification of whether a patient has tested positive or negative for diabetes.  
 
Classifier Output 
 
           i. Based on Cross-Validation Technique 

 
The J48 algorithm gives the following correctness results for the given dataset. 

 
Table 4. Performance Results from J48 Classification Algorithm – Cross Validation 

 
 

 
Table 5. Confusion Matrix – Cross Validation 

 
 
 
 
 
 
 ii. Based on Percentage Split (70:30) Technique 

Since a 70:30 percentage split was applied on the dataset 307 of the instances were used as the test 
dataset while the rest of were using for training the model. The J48 algorithm gives the following correctness 
results for the given dataset. 

 
 
 

Result No. of Instances Percentage 
Correctly Classified Instances 856 83.5937 % 
Incorrectly Classified Instances 168 16.4063 % 

 POSITIVE NEGATIVE 
POSITIVE 257 16 

NEGATIVE 152 599 
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Table 6. Performance Results from J48 Classification Algorithm – Percentage Split 
 
 
 
 
 

 
Table 7. Confusion Matrix – Percentage Split 

 
 
 
 
 
6.2. Analysis 
 
From the results obtained the method have a comparatively small difference in error rate, though the 

percentage split of 70:30 for J48 technique gives the least error rate as the model is efficient in the prediction of 
diabetes using the percentage split of 70:30 of the dataset. A developed model for prediction of diabetes will require 
more training data for creation and testing. 

 
VII. CONCLUSIONS 

 
The first Cross-Validation Technique result of algorithm execution on the original data showed that we get 

accuracy 83.5937 % and the Percentage Split (70:30) Technique, it gave us accuracy 85.0163 %. 
   
The automatic diagnosis of diabetes is an important real-world medical problem. Detection of diabetes in its 

early stages is the key for treatment. This paper shows how Decision Trees is used to predicting diabetes for local and 
systematic treatment, along with presenting related work in the field. Experimental results show the effectiveness of the 
proposed model. This study discovers the parameters of Work Place, Age, Occupation and Job Satisfaction are one of 
the reasons for diabetes. Diabetes may contribute to other diseases like heart attack, stroke.  

In future it is planned to gather the information from different locales over the world and make a more precise 
and general prescient model for prediction of diabetes.  
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