ABSTRACT: Economic Load Dispatch is the process of allocating the required load between the available generation units such that the cost of operation is minimized. The ELD problem is formulated as a nonlinear constrained optimization problem with both equality and inequality constraints. The dual-objective non-smooth cost function problem is considered and the environmental impacts that accumulated from emission of gaseous pollutants of fossil-fuelled power plants are considered. In this paper, an implementation of Flower Pollination Algorithm (FPA) to solve economic load dispatch problem with non-smooth cost function problems in power systems is discussed. Results obtained by the proposed FPA are compared with other optimization algorithms for various power systems.

KEYWORDS: Flower Pollination Algorithm, Constrained, Optimization problem, Economic Dispatch Problem, Generation Cost.

I. INTRODUCTION

Economic dispatch plays a vital role in the power generation, operation and control. It is a complicated, non-linear constrained problem. Economic dispatch is defined as the operation of the generation facilities to produce energy at the lowest cost at the reliably serve consumers, recognizing any operational limits of generation and transmission facilities.

The variants of the problems are numerous which model the objective and the constraints in different ways. The basic economic dispatch problem can described mathematically as a minimization of problem of minimizing the total fuel cost of all committed plants subject to the constraints. Economic Dispatch is defined as the operation of generation facilities to produce energy at the lowest cost to reliably serve consumers, recognizing any operational limits of generation and transmission facilities. Most electric power systems dispatch their own generating units and their own purchased power in a way that may be said to meet this definition.

In assessing the benefits of economic dispatch, the term benefits is interpreted narrowly, as defined in EP Act Section 1234, by equating benefits with the direct, net economic savings that result from decreases in the price or cost of electricity to residential, commercial, and industrial customers (both nationally and in each state). Important but less direct or hard-to-measure impacts, e.g., on reliability or the environment, are not included.

The studies estimated benefits from increased lower-cost generation and presume that those savings are passed through in retail rates to end-use customers (even though that is not always the case). When it is available, information on the economic costs associated with securing increased dispatch benefits (e.g., the cost of establishing and running an RTO) is noted because the benefits to electricity consumers would be net of these costs.

In a recent hearing of the senate energy and natural sources committee, there was great interest in determining whether economic dispatch practices could or should be modified to ensure the most efficient use of scars natural gas in gas fired generation unit. Economic dispatch, as noted above, is an optimization process crafted to meet electricity demand at that lower cost, given the operational constraints of the generation fleet and the transmission system.

Although economic dispatch will usually run higher efficiency gas fired units before lower efficiency units that is not always the case for a number of possible reasons. Efficient dispatch would presumably seeks to modify the practice of economic dispatch to ensure that more efficient gas fired units are always used before less efficient unit. Despite DOE’s interest in insuring in the efficient use of natural gas or electricity generation and other purposed, it remains...
skeptical of the merits of efficient dispatch, for several reasons: The fundamental purposes of the economic dispatch is to reduce consumers, electricity costs.” Efficient dispatch “would take the dispatch process of this path and increase consumer’s electricity costs—for benefits that may not large enough to offset these additional costs. Economic dispatch is at best a complex process, and modifications to it must be made with care in order to minimize unanticipated consequences. Modifying it to achieve short-term non-economic policy objectives should be considered only as a last resort. A better alternative would be to examine the practice of economic dispatch itself to determine whether modifications are needed to better achieve its traditional objectives which could by itself lead to more efficient use of natural gas. A review of this kind could be pursued through the regional joint FERC-state boards created by EP Act in sec 1298.

II. ECONOMIC DISPATCH PROBLEMS

The economic dispatch problem is defined as the one that minimizes the total operating cost of a power system while meeting the total load plus transmission losses within generator limits. When long distance transmission of power is involved, transmission losses do occur. If the transmission losses are neglected, then the total system load can be optimally divided among the various generating plants using the incremental cost criterion. Mathematically the problem is defined as,

Minimize \( F_i(P_j) = a_j + b_j P_j + c_j P_j^2 \)  

Subject to

i. The energy balance equation

\[ \sum_{j=1}^{n} P_j = P_{\text{load}} + P_{\text{loss}} \]  

ii. Inequality constraints

\[ P_{\text{min}} \leq P_j \leq P_{\text{max}} \]  

Where,

- \( P_{\text{load}} \): Total system load
- \( P_{\text{loss}} \): Total transmission network loss
- \( C \): Total generation cost
- \( F_j \): Cost function of generator
- \( a_j, b_j, c_j \): Cost coefficient of generator
- \( P_j \): Electrical output of generator
- \( J \): Set for all generators
- \( P_{\text{min}}, P_{\text{max}} \): Minimum output of generator

The non smooth cost functions are occurred due to valve point effect and multi fuel problem. So the objective functions having some differences. And the input output function is also changed

A. Non smooth cost function with valve point effect

The generator with multivalve turbine input output curve is different. When input loading increases, the incremental heat rate is decreases between any two valves. If any valve first opened losses increases and the incremental heat rate is increases. These results gives the discontinuous type characteristics. This type of input output characteristics are non smooth. And the cost function calculated by, sinusoidal functions are added with quadratic function.
The output equation of the multi fuel problem is,

\[ F_j(P_j) = a_i + b_j P_i + c_j P_i^2 + |e_j | \sin( f_j x(P_j \text{ min } - P_j)) \]  

Where

- \( e_j \) and \( f_j \) generator coefficient
- \( J \) reflective valve point effects;

**B. Non smooth cost function with multiple fuel**

The multiple fuel problems are represented as a piecewise quadratic function. This representation is used in plotting input-output curve of the generator. Fig II represents the incremental heat rate characteristics of a steam generator with multiple fuels. Here three number of fuel are taken on account, they are fuel1, fuel 2 and fuel 3. The x-axis represents cost function in $/MW and y-axis represents power in MW. The figure clear depicts the incremental change of cost for the three fuels based on increase in power for the three fuels taken into consideration.
The output equation is

\[ F(x) = \begin{cases} a_{11} + b_{11} & a_{12} + b_{12} \\ a_{21} + b_{21} & a_{22} + b_{22} \\ a_{31} + b_{31} & \end{cases} \]  

(5)

C. NOx Emission Objective

The minimum emission dispatch optimizes the above classical economic dispatch including NOx emission objective, which can be modeled by using a second order polynomial functions.

\[ E_{NOx} = \sum_{i=1}^{N_G} (a_{IN} \cdot b_{IN} P_{Gi} + c_{IN} P_{Gi}^2 + d_{IN} \sin(e_{IN} P_{Gi})) \text{ton/hr} \]  

(6)

Economic load dispatch is subject to equality constraints like power flow equations and inequality constraints like generator power, voltage magnitude and line power flow.

Equality Constraints:

\[ P_{Gi} - P_{di} - \sum_{j=1}^{N} |v_i||v_j||Y_{ij}| \cos(\delta_i - \delta_j - \theta_{ij}) = 0 \]  

(7)

\[ Q_{Gi} - Q_{di} - \sum_{j=1}^{N} |v_i||v_j||Y_{ij}| \sin(\delta_i - \delta_j - \theta_{ij}) = 0 \]  

(8)

\[ \sum_{i=1}^{N} P_{Gi} - P_d - P_l = 0 \]

Where PD is the demand power and PL is the total transmission network losses.

Inequality Constraints

Branch power flow limit:

\[ |s_i| \leq S_{i}^{\text{max}} \quad i=1, \ldots, N_l \]  

(9)

Generator MVAR outputs:

\[ Q_{Gi}^{\text{min}} \leq Q_{Gi} \leq Q_{Gi}^{\text{max}} \quad i=1, \ldots, N_G \]  

(10)

Real power generation output:

\[ P_{Gi}^{\text{min}} \leq P_{Gi} \leq P_{Gi}^{\text{min}} \quad i=1, \ldots, N_G \]  

(11)

III. METHODS OF CALCULATING ECONOMIC DISPATCH

A. Lagrange relaxation function

The purpose of economic dispatch problem is to optimize the cost of power generation without compromising reliability. Consider a system consists of N thermal-generating units connected to a single bus-bar serving a received electrical load. The input to each unit has its own cost function represented by \( c_i \). The output of each unit is the electrical power generated by that unit. The total cost of the system is the sum of the cost of the individual units. The essential constraint on the operation of this system is the sum of output powers must equal the load demand.

Mathematically speaking, the problem may be stated very concisely. That is, an objective function, \( F \), is equal to the total cost for supplying the indicated load. The problem is to minimize \( F \) subject to the constraint that the sum of the powers generated must equal the received load. Note that any transmission losses are neglected and any operating limits are not explicitly stated when formulating this problem. That is

\[ F = F_1 + F_2 + F_3 + \ldots + F_n \]
In order to establish the necessary condition for an extreme value of the objective function, add the constraint function to the objective function after the constraint function has been multiplied by an undermined multiplier. This is known as the Lagrange function and is shown by

\[ L = \sum_{i=1}^{n} F_i(P_i) + \lambda \phi \]  

The necessary condition for an extreme value of the objective function result when taking the first derivative of the Lagrange function with respect to each of the independent variables and set the derivative equal to zero. In this case there are \( N + 1 \) variables, the \( N \) values of power output, \( P_i \), plus the undetermined Lagrange multiplier, \( \lambda \). The derivative of the Lagrange function with respect to undetermined multiplier merely gives back the constraint equation. On the other hand, the \( N \) equations that result when we take the partial derivative of the Lagrange function with respect to the power output values one at a time give the set of equations

\[ \frac{\partial L}{\partial P_i} = dF_i(P_i) - \lambda = 0 \]  

\[ 0 = (dF_i / dP_i) - \lambda \]  

This is the necessary condition for the existence of a minimum cost operating condition for the thermal power system is that the incremental cost rates of all the units be equal to some undetermined value \( \lambda \). Of course, to this necessary condition we must add the constraint equation that the sum of the power outputs must be equal to the power demanded by the load. In addition, the power output of each unit must be greater than or equal to the minimum power permitted and must also be less than or equal to the maximum power permitted on that particular unit. These conditions and inequalities may be summarized as shown in the set of equations

For the optimal solution of the above problem is given by the following set of equations, obtained from differentiation of the Lagrange function.

IV. FLOWER POLLINATION ALGORITHM (FPA)

Pollination The reproduction in plants happens by union of the gametes. The pollen grains produced by male gametes and ovules borne by female gametes are produced by different parts and it is essential that the pollen has to be transferred to the stigma for the union. This process of transfer and deposition of pollen grains from anther to the stigma of flower is pollination. The process of pollination is mostly facilitated by an agent. The pollination is a result of fertilization and it is must in agriculture to produce fruits and seeds [2]. There are two types of pollination:

A. Self-Pollination.

B. Cross Pollination.

A. Self Pollination

Self Pollination When the pollen from a flower pollinates the same flower or flowers of the same plant, the process is called self-pollination. It occurs when a flower contains both the male and the female gametes.
B. Cross Pollination

Cross Pollination occurs when pollen grains are moved to a flower from another plant. The process of cross pollination happens with the help of a biotic or biotic agents such as insects, birds, snails, bats and other animals as pollinators. A biotic pollination is a process where the pollination happens without involvement of external agents. Only about 10% of plants fall in this category. The process of pollination which requires external pollinators is known as Biotic Pollination [2] to move the pollen from the anther to the stigma. Insects play most important role as the pollinators. Insect Pollination occurs in plants with coloured petals and strong odour which attract Honey bees, moths, beetles, wasps, ants and butterflies [1]. The insects are attracted to flowers due to availability of nectar, edible pollen and when insect sits on the flower, the pollen grains stick to the body. When the insect visits another flower, the pollen is transferred to stigma facilitating pollination. The pollination is also facilitated by vertebrates like birds and bats. Flowers pollinated by bats mostly have white colored petals and strong our. The birds usually pollinate flowers with red petals and without our.

C. Flower Pollination Algorithm

Flowering plants flow pollination process inspired Xin–She Yang to develop Flower Pollination Algorithm (FPA) in 2012. For ease, the four rules given below are used [4].

Rule 1. Biotic and cross-pollination can be considered processes of global pollination, and pollinators carrying pollen move in a way that confirms to levy flights.

Rule 2. For local pollination, a biotic pollination and self-pollination are used.

Rule 3. Pollinators, like insects develop flower loyalty, which is comparable to the reproduction possibility proportional to the matching of two flowers involved.

Rule 4. Switching or the interaction of global pollination and local pollination can be controlled by a switch probability p[0, 1], slightly biased towards local pollination.

To formulate the updating formulas, these rules have to be changed into correct updating equations. The main steps of FPA, or simply the flower algorithm [4] are illustrated below:

Express a switch probability $p \in [0, 1]$ While ($t < \text{Max Generation}$) for $i = 1 : n$ (all n flowers in the population) if rand < p, draw a (d-dimensional) step vector $L$ from a Levy distribution Global pollination via $x_{i+1} = x_i + L(g^* - x_i)$ else draw from a uniform distribution in [0,1] Do local pollination via $x_{i+1} = x_i + (x_{jt} - x_{kt})$ end if Evaluate new solutions If new solutions are better, update them in population end for Find current best solution end while Output the best solution obtained In principle, flower pollination process can happen at both local and global levels. But in reality, flowers in the neighbourhood have higher chances of getting pollinated by pollen from local flowers than those which are far away. To simulate this feature, a proximity probability (Rule 4) can be commendably used to switch between
intensive local pollination to common global pollination. To start with, a raw value of $p = 0.5$ may be used as an initial value. A preliminary parametric study indicated that $p = 0.8$ may work better for most applications.

V. RESULTS AND DISCUSSIONS

The performance of the Flower Pollination Algorithm (FPA) based method is tested on IEEE-30 bus system considering non smooth cost function. The algorithm is coded in MATLAB 7.6 environment. A Core 2 Duo processor based PC is used for the numerical simulations.

The base load condition is taken for the simulation and the system bus and line data are taken from. The system parameters shown in table 1. Bus 1 is the slack bus and the line data and bus data are on 100MVA basis. The algorithm is run for 500 iterations with 30 as the population size and proximity Probability as 0.8.

![Figure 4. Single line diagram of IEEE 30 Bus System](image)

The parameters and the generator cost coefficients of the test system are given in Table 5.1 and Table 5.2.

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Parameter</th>
<th>30-bus system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Buses</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>Branches</td>
<td>41</td>
</tr>
<tr>
<td>3</td>
<td>Generator</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>Shunt capacitors</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Tap-Changing transformer</td>
<td>4</td>
</tr>
</tbody>
</table>

Total fuel cost is calculated by using the cost function. The quadratic cost curve that takes a non-smooth cost curve by neglecting the effects of valve points.
Table 2 Generator cost coefficient for IEEE-30 bus system

<table>
<thead>
<tr>
<th>Bus No.</th>
<th>Real power Limit</th>
<th>Cost Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>1</td>
<td>150</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>135</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5 Convergence behavior of FPA
Table 3 NOxEMISSION COEFFICIENTS

<table>
<thead>
<tr>
<th>Best Generation value</th>
<th>Best Emission</th>
<th>Best Loss</th>
<th>Best error</th>
<th>Best Fitness cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3705</td>
<td>0.1951</td>
<td>0.0365</td>
<td>4.4054e-06</td>
<td>637.8386</td>
</tr>
<tr>
<td>0.5000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6  Convergence behavior of EC

VI. CONCLUSION

In this work, a new bio inspired algorithm is implemented for different ELD problems. The numerical results clearly show that the proposed algorithm gives better results. The FPA optimization algorithm outperforms the other recently reported algorithms. The strength of the algorithm is proved in all the three different types of ELD problems. The three objective functions are entirely different in nature and require algorithms are different strengths and hence it can be said that the algorithm is could be suitable for different power system optimization problems. It is obvious from the convergence quality of FPA algorithm in different objectives, the robustness of the algorithm is proved. The algorithm is easy for implementation and can be coded in any computer language. Power system operation optimization problems can be attacked with this algorithm. Power system operators can use this algorithm for various optimization tasks.
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