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ABSTRACT: We present a unified framework to track multiple people, as well localize, and label their activities, in 
complex long-duration video sequences. To do this, we focus on two aspects: 1) the influence of tracks on the activities 
performed by the corresponding actors and 2) the structural relationships across activities. We propose a two-level 
hierarchical graphical model, which learns the relationship between tracks, and their corresponding activity segments, 
as well as the spatiotemporal relationships across activity segments. Such contextual relationships between tracks and 
activity segments are exploited at both the levels in the hierarchy for increased robustness. An L1-regularized structure 
learning approach is proposed for this purpose. While it is well known that availability of the labels and locations of 
activities can help in determining tracks more accurately and vice-versa, most current approaches have dealt with these 
problems separately. Inspired by research in the area of biological vision, we propose a bidirectional approach that 
integrates both bottom-up and top-down processing, i.e., bottom-up recognition of activities using computed tracks and 
top-down computation of tracks using the obtained recognition. 
 
KEYWORDS: Wide-area activity recognition, hierarchical Markov random field, context modelling 
 

I.INTRODUCTION 
 
A continuous video consists of two inter-related components: 1) tracks of the persons in the video and 2) localization 
and labels of the activities of interest performed by these actors. Activity analysis of continuous videos involves solving 
both the tracking as well as recognition problems. In the past, most research on video analysis has treated these two 
problems separately. However, in the context of continuous videos, such as surveillance or sports videos, the solution 
to one problem can help in finding the solution to the other. Knowing the tracks can help in better detection and 
recognition of activities. Similarly, information about the location and labels of activities in a scene can help in 
determining the movement of people in the scene. Therefore, we propose a method which performs the two tasks in an 
integrated framework, modeling contextual relationships between tracks as well as activities using graphical models.  
Research in the area of biological vision has shown that, the human visual system employs bi-directional (top-down as 
well as bottom-up) reasoning in analyzing and interpreting data of multiple resolutions [2]. This has been found to be 
particularly helpful in correcting errors due to false detections or noise. Applying these concepts to the analysis of 
continuous videos, we consider the task of obtaining recognition scores using tracks as a bottom-up (or feed-forward) 
approach, while the task of correcting tracks using obtained recognition labels is treated as top-down (or feedback) 
processing. We alternate between both these steps resulting in a bi-directional algorithm that can help in increasing the 
accuracy of both these tasks. 
In applications such as activity recognition, the structure of the graph is difficult to determine. Prior approaches have 
either used fixed graphical models such as in [6] and [8] or built graphs of known structures such as and-or graphs [10]. 
Recent approaches such as [11] have tackled this problem by using a greedy forward search to determine the best 
possible graph, thereby making the learning and inference very intensive. We learn an optimal set of structural 
relationships along with the parameters automatically in an L1-regularized learning framework. 
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The rest of this paper is organized as follows. Section II first reviews the current state-of-the-art techniques. Our 
proposed method is described in Section III. Then experimental results are reported in Section IV to demonstrate the 
superior performance of our framework. Finally, conclusions are presented in Section V. 
 

II.EXISTING METHOD 
 
The ultimate goal of activity modelling is to understand behaviour, i.e. the meaning of activity in the shape of a 
semantic description. Clearly, action/activity/behaviour analysis entails the capability of spotting objects that are of 
interest for the given surveillance task. The existing work presented here[1] is the visual objects of interest occurring in 
video streams are the preys to be chased and handled by the visual forager. Decision at the finer level of a single stream 
concern which object is to be chosen and analyzed (prey choice and handling, depending on task), and when to 
disengage from the spotted object for deploying attention to the next (prey leave). 
The reformulation of visual attention in terms of foraging theory is not simply an informing metaphor. What was once 
foraging for tangible resources in a physical space became, over evolutionary time, foraging in cognitive space for 
information related to those resources, and such adaptations play a fundamental role in goal-directed deployment of 
visual attention. Under these rationales, we present a model of Bayesian observer’s attentive foraging supported by the 
perception/action cycle. Building on the perception/action cycle, visual attention provides an efficient allocation and 
management of resources. The cycle embodies two main functional blocks: the perceptual component and the executive 
control component. 
The perceptual component is in charge of “What” to look for, and the executive component accounts for the overt 
attention shifts, by deciding “Where and How” to look at, i.e., the actual gaze position, and thus the observer’s Focus of 
Attention (FoA). The observer’s perceptual system operates on information represented at different levels of 
abstraction (from raw data to task dependent information); at any time, the currently sensed visual stimuli depend on 
the oculomotor action or gaze shift performed either within the stream (within-patch) or across streams (between-patch). 
Based on perceptual inferences at the different levels, the main feedback information passed on to the executive 
component, or controller, is an index of stream quality formalized in terms of the configuration complexity of potential 
objects sensed within the stream. 
 

III. PROPOSED MITIGATION SCHEME 
 
The illustration of our proposed method is shown below in Figure 1. We have available a set of annotated training data 
with labelled tracks and activities, and a test video, for which the tracks as well as activities need to be discovered. We 
assume that we have with us a set of tracklets, which are short-term fragments of tracks with low probability of error.  
Tracklets have to be joined to form long-term tracks. In a multi person scene, this involves tracklet association. Here, 
we use a basic particle filter for computing tracklets as mentioned. For the test video, it is assumed that each tracklet 
belongs to a single activity. 

 
Figure.1.Block diagram shows the illustration of our proposed method. 
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Pre-processing consists of computing tracklets and computing low level features such as space-time interest points in 
the region around these tracklets. Tracking involves association of one or more tracklets to tracks. Activity localization 
can now be defined as a grouping of tracklets into activity segments and recognition can be defined as the task of 
labeling these activity segments. To begin with, we generate a set of match hypotheses for tracklet association and a 
likely set of tracks. An observation potential is computed for each tracklet using the features computed at the tracklet. 
Tracklets are grouped into activity segments using a standard baseline classifier such as multiclass SVM or motion 
segmentation. 
 Next, we construct a two-level Markov random field using the tracklets and activity segments. The first level nodes 
correspond to the tracklets and the second level nodes correspond to the activity segments. One or more tracklets can 
correspond to the same activity segment. Edges model relationships between nodes of the same level as well as nodes 
at different levels. This structure incorporates the context information between adjacent tracklets as well as across 
activity segments. The dense HMRF has edges connecting each node to all other nodes within a certain spatiotemporal 
range. This gives us the initial graph on which we perform the learning and recognition. The node features and edge 
features for the potential functions are computed from the training data. There are two tasks to be performed on the 
graph - choosing an appropriate structure and learning the parameters of the graph. Both these steps can be performed 
simultaneously by posing the parameter learning as an L1-regularized optimization.  
The sparsity constraint on the HMRF ensures that the resulting parameters are sparse, thus capturing the most critical 
relationships between the objects. The parameters which are set to zero denote the edges which have been deleted from 
the graph. The non-zero parameters denote the parameters of edges retained after automatic structure discovery. 
Inference on this graph provides the posterior probabilities for all nodes using information available at two resolutions. 
The activity labels are used in a top-down fashion to recomputed the tracks. Activity segmentation on the recomputed 
tracks gives us a new set of nodes on which structure learning and inference is then repeated. Convergence is said to be 
achieved when the node labels and tracks do not change from one iteration to the next. The output of the algorithm is a 
set of tracks, segments and the labels assigned to each segment. 
 
Applications: 
1. Surveillance videos 
2. Sports videos  
3. Tracking and activity recognition 
4. Airports 
5. Military applications  
6. Assisting the sick and disabled 
7. Home-based rehabilitation 

 
IV. RESULTS 

 

        
                              Figure.1: Input video    Figure2: Training of first sequence 
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Figure 3: Training of second sequence  Figure 4: Extraction of features from the first sequence 
 
 

              
Figure 5: Extraction of features from the second sequence    Figure 6: Feature clusters from the first sequence 
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            Figure 7: Tracking at fourth iteration   Figure 8: Tracking at 23rd iteration 
 
 

            
                 Figure 9: Labeling the activity     Figure 10: Final output video 
 
 

V.COMPARISION 
 

A.  
B. Methods 

C.  
D. Accuracy 

E.  

F.  
G. PSNR 

H.  
I. Proposed Method 

J.  
K. 99.03 

L.  
M. 20.1439 

N.  
O. Existing Method 

P.  
Q. 97.43 

R.  
S. 15.9014 
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VI.CONCLUSIONS 
 
In this paper, we have presented a method which can perform tracking, localization and recognition of activities in 
continuous sequences in an integrated framework. The proposed framework uses an initial set of tracks for analysis of 
activities using a two-level hierarchical Markov random field. The activity labels obtained in the bottom-up processing 
are in turn used to correct the errors in tracking in a top-down approach. We have demonstrated that the L1-regularized 
learning of parameters is a good substitute to alternate methods such as greedy forward search. The biologically 
inspired bi-directional processing is shown to be effective in improving the accuracy of tracking as well as activity 
recognition. This method can be extended to other applications which utilize graphical models for context 
representation. 
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