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ABSTRACT: Data mining is the computing process of discovering patterns in large data sets involving methods at the 
intersection of machine learning, statistics, and database systems. Irrelevant, noisy and high dimensional data contain 
large number of features, which degrades the performance of data mining and machine learning tasks. One of the 
methods used to reduce the dimensionality of data is feature selection. Feature selection method selects a subset of 
features that represents original features in problem area with high accuracy. Various methods have been proposed to 
find these subsets. These methods either time consuming to find subset or support with optimality [1]. This paper 
presents a new feature selection approach that combines Firefly Optimization algorithm (FFO) with RoughSetTheory. 
The algorithm suggests that the attraction system of fireflies shows the feature selection procedure. The experimental 
results show the comparative analysis of various measures such as accuracy, specificity, and sensitivity and 
computation time with different protein data sets namely Protein tolerance datasets, Protein stability datasets, mRNA 
splice site datasets and Transcription factor binding site dataset 
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I. INTRODUCTION 
 

Data mining and machine learning tasks containing large number of features that is difficult to process. It degrades the 
performance of data mining tasks. One of the pre processing steps that remove the redundant and irrelevant data and 
relates the original high dimensional space data onto a new reduced dimensionality space data is dimensionality 
reduction. It helps in visualizing and representing the data that improves the performance of the application. The 
method used for dimensionality reduction is feature selection. Feature selection aims in determining the most relevant 
and subset of features from the data set representing with accuracy [2].  Feature selection is a technique to select 
optimal subset of features that represent the original features in problem domain with high accuracy [4]. One of the 
important mathematical tools to find a subset otherwise called as reduct of the original features in problem domain is 
Rough Set Theory (RST) [7,8,9,10]. It determines data dependencies and reduces the dimensionality [5,6]. A ‘reduct’ is 
a minimal subset of attributes that enables the same classification of elements of the universe as a whole set of Universe. 
Various methods have been made to improve the performance such as Particle Swarm Optimization method and 
Sequential Backward Search (SBS). These strategies ensure the success in less time at a cost of degree of optimality 
and increase the degree of optimality but suffer from some disadvantages. Due to parameter variations, the performance 
of PSO-RSAR and SBS are not consistent.  This paper focuses a novel approach for feature selection based on nature 
inspired “Firefly” algorithm (FA). Firefly algorithm replicates the attraction system of fireflies. Fireflies produce bright 
flashes as a signal system to communicate with other fireflies, particularly to extract attraction [11]. Firefly 
Optimization algorithm (FFO) [12] formulates this flashing characteristic of firefly with the objective function of the 
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problem to be optimized. The proposed algorithm (FFO_RSAR) is an effort that combines FFO algorithm together with 
RST to ensure the data dependency in less time at the cost of the degree of optimality.  

II. METHODOLOGY 
 

A.  Particle Swarm Based Reduct (PSO-RSAR)  
The PSO algorithm[3] works by iterations in the search space. During each iteration, candidate solution is evaluated 
by the objective function which is being optimized, determining the fitness of that solution i.e. it determines how fit 
the solution is.  From the fitness of that solution, find the maximum or minimum objective function. Initially, the 
PSO algorithm chooses candidate solution which is a set of possible values within the search space and uses the 
objective function to evaluate its candidate solutions, and brings about the resultant fitness values. Each particle 
maintains its position that composed of the candidate solution, its evaluated fitness, and its velocity. In addition to 
that, it finds the best fitness value which is achieved by the candidate solution. This fitness value is referred to as 
individual best candidate solution. Finally, the PSO algorithm maintains the best fitness value achieved among all 
particles in the swarm, called the global best fitness, and the candidate solution that achieved this fitness, called the 
global best position or global best candidate solution.  
The PSO algorithm consists of three steps, which are repeated until some stopping condition is met:  
Step 1: Evaluate the fitness of each particle  
Step 2: Update individual and global best fitnesses and positions  
Step 3:Update velocity and position of each particle Fitness evaluation is conducted by supplying the candidate 
solution to the objective function. Individual and global best fitnesses and positions are updated by comparing the 
newly evaluated fitnesses against the previous individual and global best fitnesses, and replacing the best fitnesses 
and positions as necessary.  
 
Algorithm 1: PSO Algorithm 
 
The velocity and position update is defined as,  
 

  vi(t + 1) = wvi(t) + c1r1[^xi(t) − xi(t)] + c2r2[g(t) − xi(t)] 
 
The index of the particle is represented by i.  Where vi(t)  is the velocity of particle i at time t and xi(t) is the position of 
particle i at time t. The parameters w, c1, and c2 (0 ≤ w ≤ 1.2, 0 ≤ c1 ≤ 2, and 0 ≤ c2 ≤ 2) are user-supplied coefficients. 
The values r1 and r2 (0 ≤ r1 ≤ 1 and 0 ≤ r2 ≤ 1) are random values regenerated for each velocity update. The value ˆxi(t) 
is the individual best candidate solution for particle i at time t, and g(t) is the swarm’s global best candidate solution at 
time t. The first term wvi(t) is the inertia component, responsible for keeping the particle moving in the same direction 
it was originally heading. The value of the inertial coefficient w is typically between 0.8 and 1.2, which can either 
reduce the particle’s inertia or accelerate the particle in its original direction. Generally, lower values of the inertial 
coefficient speed up the convergence of the swarm to optima, and higher values of the inertial coefficient encourage 
exploration of the entire search space. The second term c1r1[xi

^(t) − xi(t)], called the cognitive component, acts as the 
particle’s memory, causing it to tend to return to the regions of the search space in which it has experienced high 
individual fitness. The cognitive coefficient c1 is usually close to 2, and affects the size of the step the particle takes 
toward its individual best candidate solution ˆxi. The third term c2r2 [g(t) − xi(t)], called the social component, causes 
the particle to move to the best region the swarm has found so far. The social coefficient c2 is typically close to 2, and 
represents the size of the step the particle takes toward the global best candidate solution g(x) the swarm has found up 
until that point. The random values r1 in the cognitive component and r2 in the social component used to update the 
velocity. To limit the maximum velocity of each particle, use a technique called velocity clamping. For a search space 
bounded by the range [−xmax, xmax] and the range of velocity is [−vmax, vmax], where vmax = k × xmax. The value k 
represents a user-supplied velocity clamping factor, 0.1 ≤ k ≤ 1.0. After velocity is calculated, the particle’s position 
has to be updated by applying the new velocity to the particle’s previous position:  
xi(t + 1) = xi(t) + vi(t + 1).   This process is continued until some condition is met[13,14,15]. 
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B.  Sequential Backward Selection (SBS) [13] 
It starts with full set of features.  Sequentially remove the feature x− that produces the smallest decrease in the value of 
the objective function J(Y-x−) that leads to increase in the objective function J(Yk-x−)>J(Yk). Such functions are said to 
be non-monotonic.   
The SBS algorithm is described as follows, 
1. Start with the full set Y0=X  
2. Remove the worst feature x− = argmax[J(Yk –x)] 
                                                        x Yk 
3. Update Yk+1=Yk – x−; k=k+1  
4. Go to 2  
Algorithm 2: SBS Algorithm 
 
 The algorithm 2 describes that when the optimal feature subset has a large number of features, SBS takes time 
for visiting large subsets. The disadvantage of SBS is its inability to re-evaluate the usefulness of a feature after it has 
been discarded.   
 
C. Basics of Rough Set Theory 
The RS Theory is the approximation of uncertain concepts via the two lower and upper approximation sets. The lower 
approximation presents those objects that can exactly be classified but the upper approximation is a description of 
objects that possibly classified. 
Some basic definitions in the RS theory are considered.  
 Let T(U, A, C, D) be a decision table, where U is a universe of objects, A is a set of primitive features, C is a 
set of conditional attribute, D is a decision attribute or class label, and C, D ⊆ A.  
 
Indiscernibility relation: For an arbitrary set P ⊆ A, an indiscernibility relation is defined as follows, 
   IND(P) = {(x, y) ∈ U × U : ∀a ∈ P, a(x) = a(y)}                              (1)  
An indiscernibility relation partitions the universe U into disjoint subsets. Let U/IND(P) denotes the family of all 
equivalent classes generated by IND(P). The equivalence classes U/IND(C) and U/IND(D) will be called condition and 
decision equivalent classes, respectively.  
Given a subset X ⊆ U, it may be infeasible to describe X with a combination of the equivalent classes. The Rough Set 
Theory describes X using the lower and upper approximation sets as follow,  
 
Approximations: 
 If P ⊆ C and X ⊆ U then the lower and upper approximations of X, with respect to P, are respectively defined as 
follow,  
                      P X = {x ∈ U : [x]IND(P ) ⊆ X}                           (2)  
                       
                      P X = {x ∈ U: [x]IND(P ) ∩ X ≠ φ}                     (3)  
where [x]IND(P ) = {y ∈ U : a(y) = a(x), ∀a ∈ P}      (4) is the equivalence class of x in U/IND(P).  
Positive region, Negative region and Boundary region: A P-positive region of D is a set of all objects from the 
universe U which can be classified with certainty to one class of U/IND(D) employing attributes from P,  
                            POSP (D) =    PX 
                                              x∈U/IND(D)                                              (4)  
A N-negative region contains the set of objects that can be definitely ruled out as members of the target set. 
  
                           NEGP (D) = U-  PX                                                                            (5) 
                                           x∈U/IND(D)       
and boundary region can be defined as,  
                           BNDP(D) =   PX     PX                                         (6)    
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Dependency of attributes: A dependency of D on P is defined as,  
 γp(D) = |POSP (D)| |U|                                                        (7)                     
where |A| is the cardinality of a set A. A feature a ∈ C is dispensable in P, if γp(D) = γp−a(D); otherwise a is an 
indispensable attribute in P with respect to D. An arbitrary set B ⊆ C is called independent if all its attributes are 
indispensable.  
 
Reduct: From these definitions a reduct set of features can be defined as follows, a set of features R ⊆ C is called the 
reduct of C, if R is independent and POSR(D) = POSC (D).   The reduct is a set of attributes that keeps the partitions 
generated by C. A reduct is the smallest subset of features that generates the same classification of objects in the 
universe as the whole set of features.  
 
RoughSetTheory algorithm is described as follows, [14] 
Input: Datasets, Number of features  
Output : Select optimized features 
Step 1:Begin 
Step 2: For each selected feature  
Step 3:   Measure the indiscernibility relationship between lower and upper approximation (1)  
Step 4:    Measure lower and upper approximation to identify the features within the boundary using (2) (3)   
Step 5:    Identify positive and negative region to obtain the degree of features using (4) (5) 
Step 6:    Measure the attribute dependency using (7) 
Step 7:    If (  then 
Step 8:      Select the optimized features  
Step 9:    else 
Step 10:    Features are not optimal 
Step 11:  End if 
Step 12: End for 
Step 13: End  
Algorithm 4 : RoughSetTheory Algorithm 
 
The algorithm 4 describes finding optimal features from the large data set using lower and upper approximations. 
 
D.  Proposed Firefly Optimization based RSAR algorithm 
Firefly Algorithm is an approach for dimensionality reduction. Firefly Optimization algorithm (FFO) is inspired by real 
fireflies. Real fireflies produce a flash that helps them in attracting their partners.  FA formulates this flashing behavior 
with the objective function of the problem to be optimized.  
 
The following three rules are idealized for basic formulation of FFO algorithm: 
 
Rule 1: All fireflies are unisex so that fireflies will attract each other regardless of their sex.  
Rule 2: Attractiveness is proportional to their brightness, which decreases as distance increases between two flies. Thus 
the less bright one will move towards the brighter one. In case it is unable to detect brighter one it will move randomly.  
Rule 3: The brightness of a firefly is determined by the landscape of the objective function.  
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Algorithm 5 presents the proposed FFO_RSAR algorithm.  
 
FFO_RSAR(C,D)  
C, the set of all conditional features  
D, the set of decision features  
Objective function R = {X : X ⊆ C, γ X(D)= γC(D)}  
Generate initial population of fireflies xi (i=1,2,...n) corresponding to each conditional feature  
Light intensity Ii at xi is determined by Ixi=γxi(D)  
F=C  
while (γ X(D)!= γ C(D))  
F’=F  
F = [ ]  
for i=1:F’ fireflies  
for j=1:F’ fireflies  
find the best matting partner j for i that satisfies the following conditions  
(i) Intensity of j is greater than intensity of i, i.e. (Ij>Ii)  
(ii) Distance between i and j should be minimum in terms of distance between γ( xi,,xj)(D) and γ C(D)  
(iii) Movement of i towards j increases the intensity of j i.e. γ(xi,xj)(D)>Ixj and  
end for j  
Move firefly i towards j i.e xij.  
Iij= γ (xi,,xj)(D)  
F = F ∪ xij  
end for i  
Evaluate each γ xij in F for dependency i.e. γ xij(D) = = γ C(D) and minimality  
end while 
Algorithm 5: FFO_RSAR Algorithm 
 
The important aspects of feature selection problem are the degree of optimality and time required to accomplish 
optimality. Existing methods achieved success in any one these aspects.  In order to achieve both these aspects, the 
FFO_RSAR algorithm is proposed.  It provides a probability approach that overcomes impracticable search to identify 
optimal subset and produces consistent results compared against PSO and SBS algorithms. 

III.  RESULT AND DISCUSSION 
 

FA_RSAR is applied in protein data set to find minimal attribute set. The FFO_RSAR is compared against the existing 
methods such as, Particle Swarm Optimization (PSO) and Sequential Backward Search (SBS) approach. The 
comparative analysis of FFO_RSAR approach is experimented for selecting an optimal feature subset by using 
VariBench Dataset. It comprises of 23,683 human non synonymous coding SNPs with allele frequency 40.01 and 
chromosome sample count 449 from the dbSNP database build 131. This dataset was filtered for the disease-associated 
SNPs. The experiment is conducted by using the parameters such as feature selection accuracy, sensitivity, specificity, 
and computation time with number of features in Protein Tolerance dataset, Protein Stability dataset, Transcription 
factor binding site dataset and mRNA Splice Site dataset. The protein data set analysis is compared with the help of 
graph.  
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Figure 1: Comparative analysis of Protein data sets with different parameters 

IV. CONCLUSION  
 
This FFO_RSAR algorithm is mainly used to find the subset of features and reduce the dimensionality of features.   

In this paper, the comparative analysis is done by a graph for VariBench data sets using FFO_RSAR algorithm with 
different measures such as accuracy, sensitivity, specificity and computation time. In future, this analysis can be done 
with image data sets, sound data sets, signal data, physical data and so on.   
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