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ABSTRACT: This work was motivated by the need to achieve low latency in an input-queued centrally-scheduled cell 
switch for high-performance computing applications; specifically, the aim is to reduce the latency incurred between a 
request and response arrival of the corresponding grant. The minimum amount of latency be found in switches with 
centralized scheduling contains mainly two components i.e., the control-path latency and the data-path latency, which 
when found in a practical high-capacity, distributed switch implementation can be far greater than the cell duration. We 
are going to introduce some speculative transmission scheme which will be used for reducing the average control-path 
latency and it will be done by allowing cells to precede them under certain conditions. It operates in conjunction with 
any centralized matching algorithm to achieve a high maximum utilization. Using this model, performance measures 
such as the mean delay and the rate of successful speculative transmissions are derived. The results demonstrate that 
the latency can be almost entirely eliminated between request and response for loads up to 50%. Our simulations 
confirm the analytical results. 
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I. INTRODUCTION 
 
The main purpose of the research is to reduce the latency incurred between issuance of a request and arrival of the 
corresponding grant. Using this model, performance measures such as the mean delay and the rate of successful 
speculative transmissions are derived. The results demonstrate that the control-path latency can be almost entirely 
eliminated for loads up to 50%. Our simulations confirm the analytical results. A key component of massively parallel 
computing systems is the interconnection network (ICTN). To achieve a good system balance between computation 
and Communication, the ICTN must provide low latency, high bandwidth, low error rates, and scalability to high node 
counts (thousands), with low latency being the most important requirement. Although optics holds a strong promise 
towards fulfilling these requirements, a number of technical and economic challenges remain. Corning Inc. and IBM 
are jointly developing a demonstrator system to solve the technical issues and map a path towards commercialization.  
 

II. OSMOSIS ARCHITECTURE 
 

OSMOSIS and one of its component i.e., routing fabric is entirely optical in nature and contains no such buffering 
capability. It can be operated in a synchronous and in time-slotted fashion which have some fixed-size packets (cells). 
Switching function is implemented using fast semiconductor optical amplifiers (SOAs) in a broadcast-and-select (B&S) 
structure using a combination of eight-way space- and eight-way wavelength-division multiplexing, thus providing 
bidirectional connectivity for 64 nodes. One of the basic aspect of the buffers that is electronic buffers can be used to 
store cells at the entry of the ingress of the switch whch can result in ahigh domain input-queued (IQ) architecture. To 
prevent head-of-line (HOL) blocking, the input queues are organized as virtual output queues (VOQs).The B&S switch 
fabric structure is the optical equivalent of an electronic crossbar switch. To resolve crossbar input and output 
contention, central scheduling is required, which is also electronic.In addition to a low minimum latency, OSMOSIS 
must also be able to achieve a high maximum throughput. Therefore, the scheduler must implement an appropriate 
bipartite graph matching algorithm able to sustain close to 100% throughput. Using appropriate deep pipelining 
techniques it is possible to obtain maximal matching even for switches with many ports and short cells. The input 
adapters receive cells from the incoming links and store them according to their destinations in the VOQs. Upon cell 
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arrival, a request is issued to the scheduler via the control channel (CC), which is operated in a slotted fashion with the 
same time slot duration as that of the data path. When the round-trip time (RTT, expressed in time slots) is greater than 
1, both the data and the control path must be operated in a pipelined fashion to maintain 100% utilization without 
increasing the cell size. This implies that multiple cells and request/grants may be in flight on the data and control paths, 
respectively. To cope with a long RTT without loss of performance, we employ an incremental VOQ state update 
protocol that allows deep pipelining of requests and grants without a performance penalty. 
 

                                          
                                                                 

FIGURE 1: Osmosis Architecture 
 

III. CONTROL PATH LATENCY 
 

One of the scheduling architecture parameter named as centrally-scheduled and its component that is crossbar-based IQ 
architecture is sometime found in incurring a latency penalty parameter. The minimum latency of a cell in the absence 
of contention comprises two components, namely, the control-path latency and the data-path latency. The first one 
contains the latency found by issuing a request to the receipt of the corresponding grant, whereas the second one 
contains the one of the most important part i.e., transit latency from the one part of input adapter to the next part of 
output adapter. The switch-configuration-path latency represents the latency from the issuance of a configuration 
command by the scheduler until the SOAs are switched accordingly. These latencies comprise serialization and de-
serialization (SERDES) delays, propagation delays (time of flight) on the physical medium, and processing delays in 
the switch and the adapter. The processing delays which are most synonymously found generally includes parameters 
like header parsing delays, routing delays or scheduling delays and also sometimes pipelining delays, etc. In an output-
queued (OQ) switch, on the other hand, the minimum latency comprises only the data-path latency. The difference is 
that in an IQ switch, a newly arriving cell must first request permission to proceed and then wait for a grant, whereas in 
an OQ switch, a cell can immediately proceed to its output when there is no contention. The physical implementation 
and packaging aspects of OSMOSIS (and high-capacity switches in general) have important consequences that imply 
that the above latencies are significant. In the OSMOSIS demonstrator, we estimate the involved data- and control-path 
latencies to amount to a minimum cell latency of approx. 1.2 s which is much larger than the cell duration (51.2 ns). 
This already exceeds our latency target of 1 ms without taking into account the latencies of the driver software stack 
and the network interface card. Parallel ICTNs often operate at low utilization, or are subjected to highly orchestrated 
(by the programmer or compiler) traffic patterns. Under such conditions, the mean latency is dominated by the intrinsic 
control- and data-path latencies rather than by queuing delays. Hence, optimizing latency for such cases improves 
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overall system performance. The main contribution of this work will be a  hybrid crossbar scheduling scheme that 
combines scheduled and speculativemodes of operation, such that at low utilization most cells can proceed 
speculatively without waiting for a grant, thus achieving a latency reduction of up to 50%. Moreover, the scheduled 
mode ensures high utilization without excessive collisions of speculative cells in the B&S switch fabric.  
 

IV. MODULES DESCRIPTION 
 
Part-1: In this part we will be connecting the network .Each node here present will be connected to one of the 
neighbouring node and will be independently deployed in a network area. 

 
Figure 2: Constructing Network 

 
Part-2: In this part we will be browsing first and then selecting one of the source file. After this, selected data will be 
converted into packets that will be of fixed size. 

                                  
 

Figure 3: Packet Creation 

http://www.ijirset.com


 
 

                       
            
                        ISSN(Online): 2319-8753 
           ISSN (Print):  2347-6710 

 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Visit: www.ijirset.com 

Vol. 7, Issue 2, February 2018 
 

Copyright to IJIRSET                                                                 DOI:10.15680/IJIRSET.2018.0702042                                         1883 

    

Part-3:Here first thing that we should be doing will be applying speculatively transmission scheme and its advantage 
will be to significantly reduce the average control-path latency and it will be done by allowing some cells to proceed 
without waiting for a grant and will have no need for asking request from destination junction. So then we will be up 
for the reduction of the 50 percent of time delay. In this part when the fixed size of packets forwarded from one of the 
source paths to the centralized scheduler then the centralized scheduler will be achieving high maximum utilization. 
 
Part-4: Here we will be applying the centralized matching algorithm that we will be receiving upon our request that 
will be based upon the port no and when we will be reading the port no from source and compare with the scheduler 
then it will be forward to the destination. 

 
Figure 4: Forward Inputs to centralized Scheduler & forward to destination 

 
Part-5: In this module when we will be receiving one of the valid packets from one of the scheduler and then we will 
be calculating the overall time delay from over viewing one of the source to the destination parts. Our result analysis 
and our simulation results when combined together will confirm that this scheme achieves a significant latency 
reduction of up to 50% at traffic loads. 

                                                        
Figure 5: Receive packets & calculate performance 
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V. CONCLUSION 
 
This work was motivated by the need to achieve low latency in an input-queued centrally-scheduled cell switch for 
high- Performance computing applications; specifically, the aim is to reduce the latency incurred between issuance of a 
request and arrival of the corresponding grant. The proposed solution features a combination of speculative and 
scheduled transmission modes, coupling the advantages of uncoordinated transmission that is not having to wait for a 
grant, hence low latency, with those of coordinated transmission, which is high maximum utilization. 
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