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Abstract: Bugs are one of the critical issues for any software firm.Most of the softwarefirms pay near about 45 percent 
value to manage these bugs.An inevitable step of managing bugs isbug triage, which involvesassigning new incoming 
bug to an expert person who can solve this bug.To handle these bugs manually is very time consuming process.To 
decrease the time in manual work, text classification techniques are applied to conduct automatic bug triage.This paper 
address the matter of reduction for bug triage, i.e., the way to reduced scale and improve the standard of bug 
information. We combine instance selection method with feature selection method to reduced information scale on the 
bug dimension and the word dimension.Then we propose a binary classification method to predict the order of instance 
selection and feature selection method based on the attributes of historical bug datasets.This method of information 
reduction will effectively reduce the scale of dataset and improve the accuracy of bug triage technique.Then the bugs 
are distributed to bug solving experts. 
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I. INTRODUCTION 
 
Many of the software companies need to deal with large amount of software bugs daily. Software bugs are unavoidable 
and fixing these software bugs is a very expensive task. In fact, many of the Software organization spend lots of their 
resources in managing these bugs. For handling this bugs, bug repositories are used .Bugs which are reported by users 
are stored in the bug repository. In a bug repository, a bug is maintained as a bugreport, which records the textual 
description of reproducing the bug and updates according to the status of bug fixing[23]. Many open source software 
projects have an open bug repository that permits both users and developers to submit faults or issues in the software 
and suggest possible improvements.For open source large scale software projects, the number of daily bugs is so large 
which makes the triaging process very difficult and challenging. There are two challenges related to bug data that may 
affect the effective use of bug repositories in software development tasks, namely the large scale and the low quality. 
When a bug report is formed, a human triage is used to provide this bug to a developer, who will try to fix these bugs. 
Bug assignment to the developer is also recorded in a bug report. The method of assigning a correct developer for 
fixing the bug is known as bug triage. Bug triage basically is one of the most time consuming step in managing of bugs 
in software projects. Manual bugtriage is very time consuming process.In traditional bug repositories system, all the 
large amount of bugs were manually triaged by somespecialized developersi.e human triager.Manual bug triage is 
expensive in time cost and low in accuracy because of large number of daily bugs. To avoid this problem existing 
system has proposed automatic bug triage approach [1]. This approach applies text classification techniques to predict 
the developer for bug report. Based on the result of text classification bug is assigned to specialized developer.To 
improve the result of text classification techniques for bug triage, some further techniques are investigated, e.g., a 
tossing graph approach [10] and a collaborative filtering approach[13].Large-scale and low-quality bug data in bug 
repositories block the techniques of automatic bug triage. 
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This paper proposes data reduction technique for bug triage to reduce the size of bug dataset and  improve the quality of 
bug dataset. Data reduction techniques is used to remove some bug reports and words which are redundant and non 
informative. For that we used two methods i.e instance selection(IS) and feature selection(FS).The order of applying 
instance selection and feature selection  algorithms may also affect the bug triage process. So to decide order,  we build 
a binary classifier based on the historical data set. This process gives us reduced data set that can be usedfor assigning 
developer toan  incoming bug . 
 

II.LITERATURE SURVEY 
 
Bug triage aims to assign an appropriate developer to fix anew bug, i.e., to determine who should fix a bug. 
Cubrani_cand Murphy [5] first proposed the problem of automatic bugtriage to reduce the cost of manual bug triage. 
They appliedtext classification techniques to predict related developers for new incoming bug.In their work a bug 
report is mapped to a document and anassigned developer is mapped to the label of the document.Then, bug triage is 
converted into a problem of text classificationandthen it is automatically solved with the help of any mature text 
classificationtechniques, for e.g., Naive Bayes [5]. Based on the results a human triager assigns newbugs by 
incorporating his/her expertise. 
 Anvik andMurphy [2] extended above work to reduce the effort of bug triageby creating development-oriented 
recommenders. 
Jeong et al. [10] found that over 37 percent of bug reports had been reassigned in manual bug triage.They introduced a 
graph model,which captures bug tossing history. This graphmodel reveals developer networks which can be used to 
discover team structures and to find suitable experts for a new task. Then it helps to  assign developers to bug reports, 
correctly. 
To avoid low-quality bug reports in bug triage,Xuan et al. [19] trained a semi-supervised classifier by 
combiningunlabeled bug reports with labeled ones.This new approach combines naive Bayes classifier and expectation-
maximization to take advantage of both labeled and unlabeled bug reports. This approach trains a classifier with a 
fraction of labeled bug reports. Then the approach iteratively labels numerous unlabeled bug reports and trains a new 
classifier with labels of all the bug reports. Theyalso employed a weighted recommendation list to boost the 
performance by imposing the weights of multiple developers in training the classifier. 
Park et al. [13]converted bug triage into an optimization problem and proposea collaborative filtering approach to 
reduce the bugfixingtime.In a general recommendation problem,content based recommendation (CBR)is well known to 
suffer from over specializationrecommending only the types of bugs that each developer has solved before. This 
problem is critical in practice, as some experienced developers could be overloaded, and this would slow the bug fixing 
process. Then they took two directions to address this problem: First, they reformulated the problem as an optimization 
problem of both accuracy and cost. Second, they adopted a content-boosted collaborative filtering (CBCF), combining 
an existing CBR with a collaborative filtering recommender (CF), which enhances the recommendation quality of 
either approach alone. 
 

III. PROPOSED SYSTEM 
 
This paper address the issue of information reduction for bug triage, i.e., how to decrease the bug information to save 
the work cost of designers and enhance the quality to encourage the procedure of bug triage. Information reduction for 
bug triage plans to construct a little scale and great arrangement of bug information by evacuating bug reports and 
words, which are excess or non-instructive.Fig.1 shows architecture of the system.Before training a classifier with a 
bug data set a phase of data reduction will added  which combines the techniques of instance selection and feature 
selection to reduce the scale of bug data. The order of applying  instance selection algorithm and a feature selection 
algorithm may affect the results of bug triage. FS->IS and IS->FS are viewed as two orders for applying reducing 
techniques. To avoid the time cost of manually checking both reduction orders, historical data set is used to predict the 
reduction orders.This paper propose a predictive model to determine the order of applying instance selection and 
feature selection.IS and FS techniques are applied according to that order. After applying these two techniques reduced 
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dataset is generated. Now this reduced dataset is used to train a classifier for predicting assignment of developer for 
new bug. 
 

 
 

Fig.1.Architecture of our system 
 

3.1Data Reduction: 
We combine  techniques  of instance selection and feature selection  to  remove uninformative bug reports and words. 
Instance selection :Instance selection technique is used to obtain a subset of relevant instances. Noisy and redundant 
bug reports are removed in instance selection[4]. An instance selection algorithm can provide a reduced data set by 
removing non-representative instance[12]. There are four instance selection algorithms namely Iterative Case Filter 
(ICF)[3],Learning Vector Quantization (LVQ)[11] , Decremental Reduction Optimization Procedure (DROP)[22] , and 
Patterns by Ordered Projections(POP)[14].Among these  algorithm we will use Iterative Case Filter (ICF) as it provides 
better accuracy. 
Feature selection:  Feature selection  is the process of selecting a subset of relevant features[6]. Feature selection 
improves the accuracy of bug triage by removing uninformative words.There are four algorithns of Feature selection 
namely Information Gain (IG)[9] , x2 statistic (CH)[20],Symmetrical Uncertainty attribute evaluation(SU)[18], and 
Relief-F Attribute selection (RF)[15].Among these  algorithm we will use x2 statistic (CH)as it provides better 
accuracy. 
 

http://www.ijirset.com


 

                        

                        ISSN(Online): 2319-8753 
           ISSN (Print):  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Visit: www.ijirset.com 

Vol. 7, Issue 3, March 2018 

Copyright to IJIRSET                                                                DOI:10.15680/IJIRSET.2018.0703133                                           2775 

    

3.2 Prediction for Reduction Orders 
Given an instance selection algorithm IS and a feature selection algorithm FS, FS ->IS and IS ->FS are viewed as two 
orders of bug data reduction.To avoid the time cost of manually checking  accuracy of both reduction orders, we 
proposea predictive model to determine the order of applying instance selection and feature selection. To build a binary 
classifier to predict reduction orders, we extract the attributes from historical bug data sets. Then, we train a binary 
classifier on bug data sets with extracted attributes and predict the order of applying instance selection and feature 
selection for a new bug data set. We employ the classifier AdaBoost to predictreduction orders since AdaBoost is 
useful to classify imbalanced data and generates understandable results of classification. 
 
Algorithm for data reduction: 
 
FS → IS = Bug data reduction. Which first applies FS and then IS .On the other hand, IS → FS denotes first applying 
IS and then FSIn Algorithm 1, we briefly present how to reduce the bugdata based on FS → IS. Given a bug data set, 
the output ofbug data reduction is a new and reduced data set. 
 
Algorithm 1 : Data reduction based on FS -> IS 
Input :  Training set T with n words and m bug reports 

Reduction order FS ->IS 
Final number nfof words , 

 Final number  bug reports,  
Output:reduced data set  for bug triage 

1) Apply FS  to n words of T and calculate objective values for all the words. 
2) Select the topnf words of T  and generate a training set Tf  ; 
3) Apply IS to  bug report of T f ; 
4) Training IS when the number of bug report is equal to or less then  and generate to the final 

training set  ; 
 
Two algorithms FS and IS are applied sequentiallyIn Step 2), some of bug reports may be blank during feature 
SelectionIn our work, FS → IS and IS → FS are viewed as two orders of bug data reduction. 
 

IV. CONCLUSION 
 

Bug fixing is an elegant part of software organization. One of the major challenges in process of bug triage is to assign 
a skilled developer to fix a new bug. This paper proposes the complete abstraction of an automatic bug triage approach 
and  a framework that removes the issue of bug data to a huge extent. Feature selection and Instance selection  
techniques are combined to obtain better quality of bug data. Use of  NBClassifier is proposed for suggesting a list of 
expert developers for fixing the bug. 
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