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ABSTRACT: With the boom of social media, shopping online is becoming more and more common. It ensures an 
opportunity to share our views about different products. But information overloading is an issue. Here it is crucial that 
how to mine valuable information from reviews to understand user’s preference and make an accurate 
recommendation. Traditional recommender systems fuse some factors like category and geographic location. In this 
work, propose a sentiment-based rating prediction method to improve prediction accuracy. Firstly propose a social user 
sentimental measurement approach and calculate each user’s sentiment on items. Secondly take interpersonal 
sentimental influence in to consideration then consider product reputation. At last, by fusing three factors- user 
sentiment similarity, interpersonal sentimental influence and items reputation similarity into make a recommender 
system to prepare an accurate rating prediction. It conducts a performance evaluation of three sentimental factors on a 
real-world dataset. Experimental results show the sentiment can well characterize user preferences, which help to 
improve recommendation performance.  
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I. INTRODUCTION 
 
In these days, more and more people connecting to the internet. They becoming the producers of information also 
the consumers of information. This may cause the problem of information overloading. There is much personal 
information in online textual reviews, and it has a very important role on decision processes. The customer will 
decide what to buy from the reviews posted by others, especially user’s trusted friends. People believe and 
reviewers will do help to the rating prediction based on the idea that high star ratings may attached with good 
reviews. Hence, how to mine reviews and. the relation between reviewers in social networks has become an 
important issue in web mining, machine learning and natural language processing  
Here focus on the rating prediction task. Users star level information is not available on many review websites and 
a user on website is not possible to rate every item. So there are many unrated items in a user-item- rating matrix. 
Sentimental analysis is the most important thing in extracting user’s interest preferences. Sentiment describes 
user’s attitude on items. In practical, it is important to provide numerical scores rather than binary decisions. 
Generally reviews divided in to two groups, positive and negative. 
Fig (1) shows an example for positive and negative review. The first one with 5 star rating shows positive words 
like “good” and “lovely”, but the next one with 2 stars contains negative words such as “poor” and “expensive”. 
From these it is clear that high star rating means the item is with good reputation and low star rating means item is 
with bad reputation. These help users to select items. 
From these reviews it is difficult for a customer to identify the quality of a product, because different people have 
different sentiments. 
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                                                             Fig. 1. An example of positive review and negative review on websites. 
 
To avoid these problems [6] propose a sentiment-based rating prediction method in the framework of matrix 
factorization. Fig (2) illustrates our motivation. Here extracting product features from reviews. Then find out the 
sentiment words and with these word constructing a sentiment dictionary. Here combine social friend circle to 
recommend.  In fig (2) the last user is interested in the last item based on the sentimental dictionary. Compared with 
previous work [3-5], the main difference is using unstructured information instead of structured social factors. 
Compared with [9],[10] the main difference is it classifying users into binary sentiment and do not go further mining. 
In this consider user’s sentiment but also explore interpersonal sentimental influence and item reputation. Finally fuse 
all of them in to a recommender system. 
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Fig. 2. The product features that user cares about are collected in the cloud including the words “Brand”, “Price”, and “Quality”, etc. By extracting 

user sentiment words from user reviews, we construct the sentiment dictionaries. And the last user is interested in those product features, so based on 
the user reviews and the sentiment dictionaries, the last item will be recommended 

 
Our approach explains: 1) propose a user sentimental measurement, which is based on sentiment words from user 
reviews. And leverage user’s sentiment to infer item’s reputation to improve accuracy of rating prediction. 2)  Here 
make use of sentiment for rating prediction. Sentiment similarity shows the interest preference. And sentiment 
influence shows how sentiment influence spreads among trusted users. The potential relevance of items got item 
reputation similarity.3) here fuse the three factors: user sentiment similarity, interpersonal sentimental influence and 
item reputation similarity in to a probabilistic matrix factorization framework to give an accurate recommendation. 
The remaining part organized as follows: section II presents related work about rating prediction. In section III, it 
explains the proposed system. Section IV explains experiments and discussion. Conclusion and future works are in 
section V. 
 

II. RELATED WORK 
 

 In this section, it explains survey works related to our proposed work. Firstly, some works based on collaborative 
filtering and then based on matrix factorization. 
 
A. Collaborative filtering 

 
Collaborative filtering is an important method to predict recommended systems. Mainly CF divided in to item-based 
CF  and user based CF. To improve recommendation performance proposed many CF algorithms [2],[4,[6]. Almost 
all CF approaches are for measuring user’s or item similarity based on common users of items. 
 
B. Matrix Factorization based Approaches 

 
1) Basic Matrix Factorization 
Matrix factorization is one of the most popular approaches for low-dimensional matrix decomposition. Matrix 
factorization methods have been proposed for social recommendation due to efficiency dealing with large datasets. It 
focus user item rating matrix with low dimensional latent factors. 
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2) social recommendation 
In online buying it is based friends recommendation. On the basis of matrix factorization [7] explains the concept of 
“Trust Circles”. Jamali et al[8] proposed a matrix factorization based approach for recommended system. These entire 
approaches leverage user’s structured data only. To avoid these sentiment factor included. 
 
C. Reviews based applications 

 
There are many works based on reviews of recommendation. [11] Propose a bag of opinion model. [12] Define and 
solve the aspect identification and rating, together with overall rating prediction in unrated items. 
 
D. Sentiment based application 

 
It is done in threedifferent levels. They are review level, sentence level, and phrase level.Review-level analysis, [13] 
and sentence- level analysis [14] attempt to classify the sentiment of a whole review to one of the predefined sentiment 
polarities, including positive, negative and sometimes neutral. While phrase level [9] to extract the sentiment polarity 
of each user. That expresses his/her attitude to the specific feature of a specific product. 

III. RATING PREDICTION 
 

In this paper, the product features extract from user’s review corpus, and introducing a method of identifying user’s 
sentiment. Here describing three sentimental factors and at last fuse three of them in to rating prediction method. The 
contributions are, 

I. Proposes recommendation system for food items from “DouBan” and “Yelp” dataset.  
II. The textual reviews obtained are categorized in to three: positive, negative and neutral reviews. Fig (3) 

shows how review analysis done from original reviews on websites. 
III. Sentimental dictionaries give information on the basis of matrix factorization. 
IV. The matrix factorization system helps to find the recommended item and to purchase products. 

 
Fig.3. An example of review analysis for identifying user’s sentiment on Yelp. 
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Fig.3. shows an example of review analysis for identifying user’s sentiment on Yelp. Here product features are denoted 
in red font, the sentiment words are denoted in green font, the sentiment degree words are in blue font, the conjunction 
words like “and”, “but” are denoted in blank font, and the negation words are denoted in bright green font. 

IV. EXPERIMENTAL RESULTS 
 

In this section, conduct a series of experiments to evaluate rating prediction based on user sentiment. Firstly evaluating 
sentiment by sentiment algorithm. Then using prediction algorithm for rating prediction. Sentiment algorithm performs 
better on positive reviews than negative reviews. 

V. CONCLUSION  
 

in this paper a recommendation model proposed by  mining sentiment information. Here fusing user sentiment 
similarity, interpersonal sentimental influence, and item reputation similarity in to a matrix factorization framework. 
Thus achieving the rating prediction task. Here using social user’s sentiment to denote user preference. And build 
interpersonal sentimental influence between user and friends. Then infer item reputation. In future more linguistic rules 
can consider when analysing context, enrich sentimental dictionaries, and can use hybrid factorization models like 
tensor factorization or deep learning to integrate phrase level sentiment analysis.  
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